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AbstractLateral Buckling of High Pressure/High Temperature On-Bottom PipelinesRichard J. SandfordOriel College, OxfordTrinity Term, 2012On-bottom (or unburied) pipelines, which carry hydrocarbons across the seabed, are typicallysubjected to compressive axial loading arising from restrained thermal- and pressure-inducedexpansion. This compressive loading usually causes a nominally straight pipeline to buckle intoa mode lying predominantly in the plane of the seabed; this response is widely termed lateralbuckling. Predicting the response of an on-bottom pipeline to thermal and pressure-induced axialcompressive loading is the primary focus of this thesis.In assessing whether or not the structural integrity of a pipeline is at risk during lateralbuckling (and also in the post-buckling regime), �nite element analyses are typically carried out.In these analyses, the pipeline is modelled as an assembly of beam elements while the connectionbetween the pipe and the seabed is modelled using a macro-element, which de�nes the relationshipbetween the loads and displacements of the pipe. In this thesis, the development, calibration andimplementation of a macro-element model for use in lateral buckling design is described. Theproposed macro-element model accounts for the response during lateral displacement of multiplepipe diameter amplitude (as appropriate to the movement of the crown of a buckle), as well as thereversals in the direction of lateral displacement due to intermittent shut-downs in the operationof the pipe. The model is of the hardening plasticity type and is cast in terms of vertical andhorizontal force resultants. Results from numerical analyses (using both �nite element limitanalysis and the displacement-based incremental �nite element method) are used to calibratethe model. Its performance is tested by examining the results of retrospective simulations ofexperimental tests. Finally, the results of �eld-representative structural analyses are presented,which demonstrate the suitability of the model for use in design practice.
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1Introduction
1.1 Motivation1.1.1 O�shore pipe-layThe vast majority of the oil and gas which is extracted o�shore is transported to land through steelpipelines. In shallow water developments (typically considered to be those in water depths of less than300m), it is commonplace either to lay the pipeline into a pre-cut trench or to bury the pipeline beneaththe seabed. These practices are intended to: (i) ensure the pipeline remains stable when subjected towave and current-induced loading, (ii) shield the pipeline against potential damage from anchors and�shing gear, and (iii) insulate the oil/gas to reduce the formation of wax deposits and gas hydrates whichlimit the �ow rate. In recent years, an increasing proportion of oil and gas exploration has taken placein deep water, often from �elds located tens of kilometres from shore and in water depths greater than1000m. In these deep water depths, it is not possible to employ the well-established lay techniques usedin shallow water, and usually there is little alternative but to lay the pipeline directly upon the seabed.Pipelines which are laid in this manner are termed on-bottom pipelines.While on-bottom pipe-lay is ubiquitous is deep water, it has also begun to emerge as an alternativeto burial/trenching in shallow water developments. Indeed, forgoing burial or trenching � if permissioncan be obtained from the relevant regulatory authority � usually brings about substantial cost saving;often these savings are crucial in regard to the economic viability of a project.1.1.2 High pressure (HP), high temperature (HT) pipelinesThe temperature and pressure of the oil and gas in an o�shore well signi�cantly exceeds the ambientsea-water values; Bruton & Carr [1] classify high temperature (HT) and high pressure (HP) ranges as 175-200°C and 100-130MPa respectively. As the oil/gas �ows through the pipeline, heat transfer causes thewall temperature to increase. The propensity for the elevated wall temperature to cause axial expansionis governed, in part, by friction along the interface between the outer pipeline wall and the seabed. If
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Fig. 1.1: Idealized inlet temperature and internal pressure time histories.friction is su�cient to fully restrain axial expansion (and if the pipeline is assumed to remain elastic), itwill be subjected to the axial compressive force:
P0,T = αEA∆T (1.1.1)where ∆T is the change in the wall temperature relative to that of the ambient sea-water (positivedenoting an increase), α and E are respectively the coe�cient of thermal expansion and Young's modulusof the wall material, and A is the cross-sectional area of the pipe wall.The in�uence of the elevated internal pressure (which is often maintained at its high level by waterinjection into the well) is most readily deduced by considering a simple, thin-walled, elastic idealizationof a straight pipeline. Under this idealization, and following from Palmer & King [2], the longitudinalaxial strain due to the elevated internal pressure is given as:

εL =
1

E

(

σL −
ν∆pr̄

t̄

) (1.1.2)where ∆p is the change in internal pressure relative to the ambient level prior to extraction (positivedenoting an increase), ν is Poisson's ratio of the wall material, t̄ is the wall thickness, r̄ is the meanradius and σL is the (tensile positive) longitudinal component of wall stress. If the pipeline is, again,assumed to be fully restrained (i.e. εL = 0) then:
σL =

ν∆pr̄

t̄
, (1.1.3)such that the (compressive positive) pressure-induced component of axial force carried through the pipewall is given as:

Pw = −2πν∆pr̄2. (1.1.4)Hence, the total pressure-induced axial force is given by the summation of Pw and Pc = πr̄2∆p, thecompressive axial force contribution from the contents of the pipe, to give:
P0,p = Pw + Pc = πr̄2 (1− 2ν)∆p. (1.1.5)



Chapter 1: Introduction 3Accordingly, an increase in pressure is seen to also give rise to compression (since ν < 0.5 for all wallmaterials). Summation of the axial force contributions from the temperature and pressure changes gives:
P0 = P0,T + P0,p = αEA∆T + πr̄2 (1− 2ν)∆p. (1.1.6)

P0 is widely termed `the fully constrained axial force' (e.g. Bruton et al. [3]), and is commonly used in de-sign practice, as will be discussed further in Chapter 2. For a typical single-walled steel pipeline of geome-try: r̄ = 0.5m, t̄ = 38.1mm and wall material properties: E = 210GPa, ν = 0.3, α = 11x10−6 ◦C−1, therespective contributions to the fully constrained axial force due to the temperature change, ∆T = 200◦C,and pressure change, ∆p = 130MPa, are 53.19MN and 37.79MN, giving P0 = 90.98MN.Over its lifespan, a pipeline is not subjected to just a single, monotonic increase in compressiveloading but, rather, the following cyclic loading history. Before the well is tapped, the pipeline is often�ushed with pressurized water to clear any internal debris and to test its response to compressive loading;this phase is commonly termed the `hydro-test' (sometimes, `system test'). Following this, the pipelineis drained and, therefore, unloaded. Then, once the well is tapped, the pipeline is subject to its �rstincrease in compressive loading due to the hot, pressurised oil/gas �ow. At some future date, the �ow ofoil/gas is usually stopped to carry out maintenance (e.g. to inject water/gas into the line). This causesthe pipeline to cool and the compressive loading to subside, usually inducing tension. Once the oil/gas�ow is resumed, the pipeline once again experiences compression.Schematic representations of the expected time histories of internal pressure and inlet temperatureare shown in Fig. 1.1. It is noteworthy that the rate of temperature change is generally much lower thanthan the rate of pressure change (the former being dictated by the insulating properties of the pipe whilethe latter being controlled by choke valves). For the Greater Plutonio project (o� the coast of Angola),92 major production start-up/shut-down cycles were scheduled, with hundreds of further minor cyclesalso deemed likely [4].1.1.3 Pipeline bucklingSince pipelines are slender members, they are susceptible to buckling under compressive loading.Throughout this thesis, buckling refers to the unstable outward bowing of a pipeline without signi�cantdistortion to its cross-section (akin to buckling of a structural column); see, for example, Figs 1.2 and1.3. For buried or trenched pipelines, the lateral restraint provided by the seabed typically exceeds thepipe's buoyant self-weight (in addition to the weight of any overlying �ll), hence, buckles tend to form inthe vertical plane orthogonal to the seabed and parallel to the pipe's major axis. This is termed upheavalbuckling. Fig. 1.2 shows an on-land, trenched pipeline which has undergone such a buckling mode. Whenlaid on-bottom, by contrast, the pipeline receives signi�cantly less lateral restraint and, hence, bucklestend to form within the plane of the seabed. This is termed lateral buckling, and is the focus of thisthesis. Fig. 1.3 shows a side-scan sonar image of a laterally buckled pipeline.
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Fig. 1.2: Upheaval buckle, after Thusyanthan et al. [5].
Fig. 1.3: Side-scan sonar image of a lateral buckle (lateral extent of �gure exaggerated, for clarity), after Brutonet al. [6].Another form of pipe buckling � which has received considerable attention elsewhere and will hereinbe termed `local buckling' � occurs when the compressive wall stress exceeds a certain threshold. Localbuckling usually induces signi�cant plastic straining over a lengthwise extent of the order of one diameter;see Fig. 1.4. Local buckling is not (directly) the focus of this research, although it is one of the failuremodes which arises when a pipeline buckles in the `global' sense outlined above.It is entirely possible that a pipeline could buckle laterally in a benign manner, that is, withoutcausing yield or, even if some plastic straining occurs, without exceeding a limit state (typically tosafeguard against: (i) fracture at girth welds, (ii) local buckling of the pipe wall, and (iii) low cyclefatigue failure). However, if the compression arising from the elevated internal temperature and pressureis su�cient to cause the surrounding sections of pipe to feed into the buckle (either during buckling itselfor in the post-buckling regime), then it is possible that a limit state could be exceeded and a rupturecould ensue.The selection of the pipe diameter, wall thickness, steel grade for the wall material and the thicknessof any concrete coating are constrained by the desired �ow rate, the necessity to insulate the product,the requirement to preserve the structural integrity of the pipeline as it is laid onto the seabed, as wellas economic and other factors. Usually, it is not possible to design an on-bottom pipeline which complieswith the above constraints and is also capable of withstanding its in-service compressive loading withoutbuckling laterally. Accordingly, over the past decade, the following design philosophy has emerged:rather than attempting to prevent lateral buckling, buckles are encouraged to form at evenly spacedlengthwise intervals such that the curvature of each buckle lobe remains su�ciently low so as not toexceed a limit state (and, thus, not lead to a rupture). However, the success of this approach relies upon
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Fig. 1.4: Local buckle in an instrumented length of pipe, after Carr et al. [7].a method to predict the displacement of the pipe (and the distribution of wall stress/strain) arising fromthe anticipated temporal variation of temperature and pressure to which the pipeline will be subjected.Without a reliable method to carry out this prediction, it cannot be deduced (at least with any greatcertainty) whether or not buckles will form in the desired, benign manner. It is important to emphasizethat a prediction of the buckle load (and the corresponding buckle mode), in isolation, is not su�cient.Rather, a prediction of the evolution of the pipeline's displacement throughout the post-buckling regimemust be sought � including the unload/reload cycles which arise due to the cyclic temperature/pressurehistory. Only once a prediction of the pipeline's response over the entirety of its lifespan is made can thelikelihood of exceeding a limit state be ascertained.The consequences of inadequately handling thermal- and pressure-induced pipeline expansion areevident in cases where ruptures have occurred. For example, da Costa et al. [8] provide an account of apipeline carrying heavy oil from a re�nery in Duque de Caxias, Rio de Janeiro across the Guanabara Bayto Niterói. In January 2000, this pipeline fractured following lateral buckling, spilling oil from a crackof half diameter length. McKinnon et al. [9] report of a second case of pipeline failure due to lateralbuckling; this occurrence occurred in the Erskine �eld in the North Sea and resulted in the pipeline beingshut down for 11 months.1.1.4 On-bottom pipe-lay and route selectionOn-bottom pipe-lay is carried out, almost exclusively, by a �eet of barges upon which pipe sectionsare welded and then lowered towards the seabed. Alternative techniques in which pipe sections arewelded on shore and then either towed to site or wound upon a reel are far less common (particularlyfor deep-water developments). On-bottom pipe-lay can be sub-divided into S-lay and J-lay; the nameof each technique refers to the shape assumed by the pipeline while it is suspended from the barge (seeFig. 1.5). In S-lay, a stinger is used to guide the pipeline through an over-bend (convex upward curve)from the stern to the water while a sag-bend (concave upward curve) forms to transition between thevertical and horizontal close to the seabed. The pipeline is nearly always pre-tensioned to ensure that theradii of curvature of the sag and over bends are large enough to prevent local buckling of the pipe wall.There is no stinger in J-lay but rather the pipeline is mounted close to the vertical (typically between 0◦and 15◦) such that the over-bend is eliminated and the required pre-tension is constrained only by the
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(a) S-lay. (b) J-lay.Fig. 1.5: Pipe-lay schematic, after Kyriakides and Corona [10].curvature of the sag-bend. Pre-tensioning has the bene�cial e�ect of partially o�setting the compressiveload to which the pipeline is subjected when it is put into service. However, this o�set is thought, inmost cases, to be relatively small and, to err on the side of caution, is typically neglected when a lateralbuckling assessment is carried out.With the exception of relatively short auxiliary pipelines (such as those connecting two neighbouringwell-heads), on-bottom pipelines are rarely intended to be laid along a straight path from well to shore.Instead, as detailed by Palmer and King [11], the choice of route is constrained by several factors including:
• the necessity to circumvent existing pipe networks and other submarine obstacles such as boulders,iceberg �ow marks and shipwrecks;
• political factors, particularly the ease with which approval for the project can be acquired from thevarious regulatory authorities;
• environmental factors such as the potential for ecosystem disturbance, particularly close to the landfalllocation;
• the seabed topography � ideally, a �at region of seabed is sought to prevent the pipeline formingfree-spans to bridge across valleys and depressions; and
• geotechnical/geophysical factors � a desirable site is one of homogeneous strength that is neithersusceptible to submarine landslides, tectonic activity nor currents of su�cient magnitude to inducescour.Despite the necessity to include route curves, there are usually portions of pipeline which are intendedto be straight or, at least, of su�ciently low curvature so as to be prone to lateral buckling. It is well knownthat the buckle load (and mode) of a pipeline (like any strut) is strongly in�uenced by the distributionand magnitude of out-of-straightness (OOS) along its length. Although modern pipe-lay barges typicallypossess a system of thrusters to ensure the barge remains in close proximity to its desired location (asmeasured by GPS), wave- and current-induced loads acting on the barge will inevitably cause somemovement and, hence, the introduction of OOS along the pipeline's route. The touch-down point inJ-lay is closer to the barge than in S-lay and, hence, the position of the pipeline can usually be controlled



Chapter 1: Introduction 7with greater accuracy using J-lay (although, this gain in lay precision is o�set in other respects; forexample, the pipeline can usually be laid more quickly using S- than J-lay since it easier to weld severallengths of pipe simultaneously if they are mounted horizontally rather than vertically) [11].While the lay pro�le is sometimes measured using an ROV (remotely-operated vehicle), the vastmajority of lateral buckling assessment analyses are carried out considerably before the pipeline is laid.Hence, the exact lay-pro�le is rarely known when a lateral buckling assessment is made. As such, itis usual to assume a range of OOS distributions (often termed seed modes); typically small-amplitudesinusoidal imperfections are superimposed on the intended lay pro�le [12].1.1.5 Lateral buckling managementIf a pipeline is deemed susceptible to lateral buckling (as determined by applying the industry-standard procedures discussed in Chapter 2), it is usually considered unacceptable to allow buckling tooccur `naturally' since there is the risk that a single buckle lobe of excessively high curvature could form.Instead, as discussed by Cooper et al. [13], one of the following strategies is typically used to increasepredictability over the location, span and number of buckle lobes.1. Snake-lay. If the pipe-lay barge traverses a series of circular arcs joined by straight sections, aninitial snaked pipeline pro�le will result, as shown schematically in Fig. 1.6a. It is hoped that theinclusion of OOS at regularly repeating intervals will induce several low-amplitude, benign buckles.This is one of the least expensive lateral buckling initiation strategies and has seen widespread use inmany developments. If a snake-lay approach is adopted, the pitch, o�set and lay-bend radius can bevaried (in accordance with the capabilities of the lay barge). Typical values are quoted in the �gure.2. Buoyancy. In this approach, sections of pipe with low speci�c gravity coatings are included atparticular locations along the length of the line. The intention is that these sections will experiencelower lateral restraint than their neighbouring sections and, hence, will act as locations of buckleinitiation.3. Sleepers. Sleepers are pipe segments (typical diameter: 0.7m) which are laid orthogonally to the �owline and anchored to the seabed. The �ow line is laid on top of the sleepers to induce a vertical OOSat speci�ed locations, as shown in Fig. 1.6b. On loading, an upheaval buckle mechanism is initiateduntil the vertical load is su�ciently small such that the lateral frictional resistance between the �owline and the sleeper can be mobilized in a lateral buckling mode.4. Rock dumping. This involves restraining sections of the pipeline by placing rock piles at particularlocations to predetermine the location and span of the buckles, as shown on Fig. 1.6c. While thisapproach is potentially a highly e�ective way of introducing control over the buckle mode, it isextremely di�cult to pinpoint the desired location of the rock pile in deep water. Accordingly, this
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Fig. 1.6: Schematic representation of lateral buckling initiation/management strategies (lateral/vertical extentof each �gure exaggerated for clarity).approach is generally only used retrospectively to limit the formation of rogue (that is, unexpected)buckles.5. Zero-radius bend. In this approach, the pipeline is laid across a set of `triggers' which provide abias to allow lateral displacement in only one direction, as indicated on Fig. 1.6d. The pipeline issnaked through the triggers which are orientated to provide an alternating bias direction with axialposition. Due to the restraining e�ect of the triggers, the radii of curvature of the bends are typicallymuch smaller than in conventional snake-lay. This is a relatively recent approach and is discussedfurther by Sinclair et al. [14] and Peek & Kristiansen [15].An alternative strategy to manage constrained pipeline expansion is to weld spools of high complianceat certain lengthwise positions. These allow the pipeline to strain axially at preset locations and, thus,are intended to prevent the build-up of compressive loading. Fig. 1.6e shows a `U'-shaped spool which,on loading, is intended to deform, as shown. Introducing such spools is the most costly measure whichcan be taken and, hence, is only used if all alternative approaches are deemed inadequate. Furthermore,



Chapter 1: Introduction 9the selection of spacing between spools is critical; if the spacing exceeds a certain threshold, then it isconceivable that a buckle could form between two spools.For a buckle initiation approach in which signi�cant lateral OOS is introduced (e.g. snake lay, zero-radius bend), or along a route curve, it is conceivable that the pipeline will experience bending, ratherthan buckling, when subjected to compressive loading i.e. a bifurcation point might not be evident in theequilibrium path (and, hence, a `snapping' response will not occur). Buckling predictions are sensitiveto initial conditions, particularly the prescribed distribution of OOS which, as discussed in the precedingsection, is not known to a high degree of certainty. In contrast, bending predictions are far less sensitiveto initial conditions and, accordingly, bending is usually considered desirable (since greater con�dencecan be placed in credibility of a numerical prediction). In the literature on lateral buckling, the pipeline'sde�ected shape is often described to consist of `buckles' even if a bending, rather than buckling, is evident.Although this is a misnomer, it is important to recognize that the practicing engineer is concerned withpredicting the response of both nominally straight pipelines (which are more susceptible to buckling �an unstable response) as well as those laid with signi�cant OOS (which are more susceptible to bending� a stable response). After all, it is conceivable that the pipe's curvature could become excessively highduring either bending or buckling. Hence, the scope of this thesis extends to cover both the stable andunstable cases. Indeed, since the stability or otherwise of the equilibrium path is not known in advance,it is important that the same method, or a slight variant thereof, can be applied to predict the pipeline'sresponse in either case.1.1.6 Problem de�nition summaryThe problem addressed by this thesis can be summarized as follows. On-bottom pipelines are subjec-ted to compressive loading due to the restraint of thermal- and pressure-induced expansion. A reliableprediction of the pipeline's response to this compressive loading is required in order to determine theexpected pipeline displacement (in particular, the formation and extent of buckles) as well as the leng-thwise distribution of wall stress. The goal of on-bottom pipeline design is to select a buckle initiationstrategy that allows the pipeline to deform (whether by laterally buckling or bending) in a manner whichdoes not jeopardise its structural integrity.1.2 Pipe-soil interaction1.2.1 Numerical modelling approachesA reliable numerical prediction of the response of a pipeline to compressive loading must accountfor the restraint provided by the seabed. There are two approaches which can be envisaged to makethis numerical prediction. The �rst, and by far the most commonly used approach, is to account for therestraint using a so-called `force-resultant' constitutive model. Although, in actuality, the seabed imparts
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Fig. 1.7: Schematic representation of macro-elements in a 1-D FE analysis of an on-bottom pipeline.a pressure over the portion of the pipe's outer surface with which it is in contact, it is more convenientto model the restraint by a set of resultant loads, which act at distinct points along the pipeline's length.A force-resultant model de�nes the relationship between these resultant per-unit-length forces and thedisplacement of the pipe at the same lengthwise position.For highly idealized force-resultant constitutive models, such as one-dimensional (1-D), linear elasticmodels, it is possible to attain an analytical solution for the buckle load (and mode) for an initiallystraight pipeline; indeed, such analytical solutions are reviewed in Chapter 2. However, when eithernon-linearity is introduced into the force-resultant constitutive relationship (which is inevitable due theirreversible nature of the stress:strain response of soil), or when an initial pro�le with OOS is assumed,it becomes a substantially more di�cult task to attain an analytical solution. Nonetheless, the problemcan be readily re-cast in a discrete form amenable to numerical analysis by modelling the pipeline as anassembly of 1-D (beam) �nite elements with an instance of the force-resultant constitutive model lumpedat each node between a pair of pipe elements (with the per-unit-length loads scaled by the averageof the lengths of the adjacent pipe elements). In this discrete context, the force-resultant constitutiverelationship is commonly termed a `macro-element', as labelled on the schematic in Fig. 1.7. The macro-element can, in principle, be arbitrarily complex. For example, it could be chosen to: (i) de�ne acoupled load:displacement relationship in more than one degree-of-freedom (DOF), and (ii) provide aload:displacement relationship which is dependent on a set of `internal variables' to account for thein�uence of the prior history of displacement that the pipeline has experienced at that node.The alternative approach is to model the full three-dimensional (3-D) nature of the problem by, forexample, assuming the seabed as a continuum which obeys a prescribed constitutive relationship. Ondiscretising the soil continuum (and the pipeline) into �nite elements, an analysis can be envisaged inwhich a set of boundary conditions are applied to the pipeline and solutions for the displacement, strainand stress �elds are sought which satisfy the basic solution requirements (namely, equilibrium, compati-bility, the boundary conditions and constitutive relationship). Fig. 1.8 shows a graphical representationof such an analysis. However, since the size of the soil domain is so large, the computational expense of
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Fig. 1.8: 3-D continuum �nite element analysis of an on-bottom pipeline, after Yu & Konuk [16].

Fig. 1.9: Schematic of berm formation during lateral buckling.such a 3-D analyses will inevitably be prohibitively high for use in routine design. Indeed, in principle,the discrete element method (DEM) could also be used to carry out an equivalent 3-D on-bottom pipelineanalysis (at least, if the pipeline is laid on sand), but the computational resources required to accountfor each sand grain are several orders of magnitude beyond those which are currently available such that,at present, this is certainly not a viable approach.At the outset of the research, of these two approaches to obtain a numerical prediction of the bucklingresponse of an on-bottom pipeline, the force-resultant macro-element approach was deemed to be themost viable and, hence, was pursued.1.2.2 Force-resultant modelling: preliminary considerationsLarge-amplitude, cyclic lateral displacementDuring buckling, and in the post-buckling regime, the movement of the pipeline is accompanied byscraping away the upper layer of the seabed to form a mound of soil, termed a berm, ahead of the pipe.This is shown schematically in Fig. 1.9. The amplitude of the buckle is likely to be in�uenced by the sizeand strength of the berm and it is conceivable that if su�cient resistance is mobilized, the berm could actas a restraint to further growth of the buckle (which, in turn, could lead to the formation of a separatebuckle elsewhere). When the �ow of oil/gas ceases, the pipeline cools and the internal pressure reduces,
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Fig. 1.10: Berms formed by large-amplitude, cyclic, lateral displacement, after Cardoso & Silveira [17].leading to a reduction in the compressive load and, in all likelihood, the pipeline will be subjected totension. Accordingly, the pipeline is anticipated to migrate back towards its as-laid position. Again,the seabed will resist the motion of the pipeline, and the magnitude of this resistance will be largelygoverned by the depth to which the pipe penetrates into the seabed. A second berm is envisaged to formon the return path which will limit its extent. Subsequent heat-up/cool-down (pressure-rise/pressure-drop) cycles will result in the formation, deposition and combination of berms which will in�uence theevolution of the pipeline's displacement. Fig. 1.10 shows such berm formation on a clay seabed; for thiscase, the pipe has moved laterally by approximately ten diameters.The above discussion highlights a central theme of this thesis: the reaction loads exerted onto thepipeline, at a particular lengthwise position, are likely to be governed by the evolution of the seabedgeometry in the immediate vicinity. Accordingly, a force-resultant constitutive model for an on-bottompipeline should be conceived to account for the in�uence of the evolving seabed surface geometry.Notation and degrees-of-freedom (DOFs)It is convenient to introduce the following coordinate frames to set out the notation used for the loadsand displacements throughout the thesis. As already used in the schematics presented in this chapter,the position of the pipeline is de�ned within the right-handed Cartesian coordinate frame, X:Y :Z. Theorigin of this frame is taken at the pipe inlet, the Y axis is directed towards the pipe outlet and the Zaxis is directed vertically downward into the seabed (the X axis is inclined in the lateral direction thatcompletes the right-handed axes set). In the �eld of pipeline research (at least that concerning upheavaland lateral buckling), it is commonplace to make use of the assumption of plane strain, that is, to assumethat the curvature of the pipeline remains su�ciently small such that each cross-section moves within theplane perpendicular to Y axis. Therefore, it is also convenient to introduce the local coordinate frame,
x:y:z, to which the movement of a particular cross section is referenced (see Fig. 1.11). The y axis isaligned to the plane strain axis, the z axis is, again, directed vertically downward and the x completesthe right-handed set. In the analyses of Chapters 3 and 4, the origin of the local coordinate frame istaken at the position of the pipe centre following pipe-lay while, elsewhere in the thesis, it is taken atthe pipe centre immediately before that section of pipeline makes contact with the seabed.
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Fig. 1.11: Global and local coordinate frames.
Fig. 1.12: Sign convention for loads and displacements.Under the assumption of plane strain, only the in-plane load and displacement components needto be considered when devising a force-resultant model (i.e. a relationship is required between thedisplacements components, u, w and θ and their respective work-conjugate load components, H, V and

M). The positive direction for each of these load and displacement components is shown in Fig. 1.12.However, in on-bottom pipeline research, it is typically assumed that the pipeline's torsional sti�ness issu�ciently high that θ remains negligible. At the outset of the work, this premise was accepted suchthat a more restrictive force-resultant model involving only the vertical and lateral DOFs was sought.It is important to recognise two limitations of restricting the model to just the in-plane translationalDOFs. Firstly, although the pipeline's displacement is likely to be predicted with su�cient realism,the moment loads will in�uence (to a certain extent) the prediction of the distribution of wall stressand, hence, the prediction as to whether the pipeline will exceed a limit state. Secondly, while theassumption of plane strain is highly convenient, the problem is three-dimensional in the sense that someaxial displacement must occur to allow for feed-in to buckles (or bending lobes). Accordingly, withoutaccounting for the restraint in the axial DOF (i.e. between the axial displacement, v, and the per-unit-length axial force, fA), an entirely accurate replication of the post-buckling (or bending) response isunlikely to be attained. Despite these limitations, at the outset of the work, a two DOF model, capable ofaccounting for the restraint provided by the seabed over large-amplitude, cyclic lateral displacement, hadyet to be established and, hence, it was very much deemed a worthwhile and novel contribution. It is alsolikely that the resistance to lateral and vertical displacement dominates the pipeline's bending/bucklingresponse. Accordingly, it was expected that the proposed model should provide predictions in broadagreement with those that are observed in the �eld. In any case, a 2-DOF model represents a signi�cant



Chapter 1: Introduction 14advance on the 1-DOF (H:u) models which are widely used in current design practice (as will be discussedin Chapter 2). It should also be borne in mind that an independent axial load:displacement model couldreadily be used in conjunction with the 2-DOF model to be developed here.Soil typeThe vast majority of prior research on on-bottom pipelines has been dedicated to understanding theirresponse on clay seabeds. Indeed, since its inception in 2004, the substantial JIP (Joint Industry Project),SAFEBUCK, has been solely devoted to pipelines on clay. While clay seabeds are more prevalent in deepwater, sand seabeds are also encountered in regions where substantial oil and gas exploration occurs (e.g.in the Persian Gulf). Accordingly, it was decided that the force-resultant constitutive model developedfor this investigation was to be calibrated for pipes on sand (speci�cally, drained sand, although furtherdiscussion on the in�uence of loading rate is provided in Chapter 2).While quantitative predictions made by a model calibrated for pipes on sand will di�er from onedevised for pipes on clay, there will, nevertheless, be several common aspects to both models. Forexample, both models require a method to account for the evolution of the seabed surface geometryaccompanying large-amplitude, cyclic lateral displacement. Accordingly, the rigorous development of amodel calibrated for pipes on sand is also likely to be relevant for future work on clay.1.3 Research objectivesAt the outset of the work, the key objectives of the research were as follows.1. To propose a framework for a force-resultant constitutive model to predict the load:displacementresponse of a pipe undergoing large-amplitude, cyclic, lateral displacement on drained sand. In lightof previous research (which is reviewed in the subsequent chapter), the model was to be cast withinan elastic, strain-hardening plasticity framework and, hence, de�ned by: a yield function, �ow rule,hardening laws and elastic relations (a description of the roles of these components in the operationof a force-resultant plasticity model is also outlined in the subsequent chapter).2. To undertake a programme of numerical analyses to determine the instance of the V :H yield surface(and the distribution of �ow vectors) for a pipe resting on a seabed of prescribed surface geometryand strength. The data from these numerical analyses were to be used to: (i) select the yield function,(ii) calibrate the hardening laws and (iii) devise the plastic potential function (which speci�es the �owrule).3. To carry out an experimental investigation to:(a) obtain typical load:displacement paths that a section of on-bottom pipeline might experience inthe �eld,



Chapter 1: Introduction 15(b) determine the V :H yield surface and distribution of �ow vectors at a given instant followinglarge-amplitude, lateral displacement (and then draw comparisons with the numerically-deriveddata).4. To carry out the numerical implementation of the force-resultant model to enable a V :H load path tobe predicted from a prescribed history of displacements (and vice-versa), and to test retrospectivelyits performance against experimentally-derived load:displacement paths.5. To implement the force-resultant model as a macro-element in a structural analysis to enable lateralbuckling analyses of representative pipelines to be undertaken. This stage of the work was to becarried out using the commercially available �nite element (FE) software, Abaqus [18].1.4 Thesis outlineChapter 2 contains a survey of the literature relevant to a prediction of the response of an on-bottom pipeline to compressive loading. De�ciencies inherent to the majority of existing force-resultantmodels are outlined; in particular, the discussion is focused on their inability to account adequately forthe restraint provided by the seabed following large-amplitude, cyclic lateral displacement. This chapterconcludes with a description of the proposed force-resultant model and the methods that were chosento generate the data to calibrate it. In Chapter 3, the results of a set of �nite element limit analysiscalculations using the program OxLim are presented. The purpose of these analyses was to determinethe combinations of (V,H) loading to which a pipe element, resting on a seabed of a prescribed geometryand strength, must be subjected to cause plastic displacement (that is, yield). Limit analysis implicitlyassumes associated �ow i.e. that the friction and dilation angles are equal. This is not appropriate forsand and, accordingly, with the intention of accounting for the in�uence of non-associativity, the resultsof a set of �nite element analyses using Abaqus are presented in Chapter 4. Chapters 3 and 4 concludewith the de�nition of the yield function and �ow rule for the proposed model. In Chapter 5, the resultsof an experimental testing programme are presented, focusing on the extent to which the experimentaldata agrees with the numerically calibrated components of the proposed force-resultant plasticity model.Discussion is also provided on the key observations of a set of tests which were carried out to replicatecyclic lateral displacement of a plane strain pipe element subjected to a constant vertical load. Chap-ter 6 outlines the numerical implementation of the proposed force-resultant model, and describes themethod which was chosen to account for the evolution of the seabed geometry with (generalized) plasticstrain. Retrospective simulations are also undertaken to test the performance of the model against theexperimental data. In Chapter 7, details are provided of the implementation of the force-resultantmodel as a macro-element in a structural analysis (using Abaqus). The results of two representativeexample simulation are also discussed, showing that the model can be used in design cases. Chapter 8summarizes the key �ndings of the thesis.



2Background
2.1 IntroductionThis chapter contains a review of the various approaches which have been proposed to predict theresponse of an on-bottom pipeline to compressive loading. The chapter begins with a review of classicalanalytical solutions which remain at the forefront of current design practice. A review of existing force-resultant constitutive models is then provided and a summary of other methodologies is outlined. Thechapter concludes with a description of the framework of a force-resultant constitutive model which isproposed to rectify the shortcomings of existing models. Further details are then provided regarding thescheme of work which was devised to calibrate the components of the proposed model.2.2 Analytical solutions2.2.1 Linear elastic lateral load:displacement relationshipArguably, the simplest approach that can be envisaged to predict the lateral buckling response of apipeline is to assume the lateral restraint to be linear elastic such that:

H = kHuu (2.2.1)where kHu is the lateral per-unit-length sti�ness. Hetényi [19] carried out an extensive analytical investi-gation to determine the de�ected pro�le of a generic strut resting on an elastic foundation and subjectedto various combinations of axial, transverse and moment loading. The case of pure axial loading is ap-plicable to the analysis of an on-bottom pipeline. A concise treatment of this loading case is presentedby Baºant & Cedolin [20], and is summarised as follows.The di�erential equation governing the de�ection of a beam with a linear elastic lateral restraint, asobtained from equilibrium of an in�nitesimally small beam element (making the usual assumptions ofsmall de�ections), is given as:
EI

d4u

dY 4
+ P

d2u

dY 2
+ kHuu = 0 (2.2.2)



Chapter 2: Background 17where I is the second moment of area of the pipe and P is the axial load (compression positive). Onsubstituting the trial solution: u = eλY , the following auxiliary equation is obtained:
EIλ4 + Pλ2 + kHu = 0. (2.2.3)This equation is satis�ed by the four roots:
λ = ±iα

√

γ ±
√

γ2 − 1 (2.2.4)where:
α =

4

√

kHu
EI

, γ =
P

2
√
kHuEI

and i =
√
−1.For a periodic solution for u(Y ) to exist, λ must be imaginary which implies that γ2 ≥ 1. Hence, Pb, theminimum compressive load to induce buckling occurs at γ = 1, such that:

Pb = 2
√

kHuEI. (2.2.5)From Eq. 2.2.4, γ = 1 gives the pair of repeated roots: λ = ±iα, such that the general solution for thede�ected pro�le is given as:
u(Y ) = C1 cos (αY ) + C2 sin (αY ) + C3 Y cos (αY ) + C4 Y sin (αY ) , (2.2.6)where C1, C2, C3 and C4 are constants. For a periodic solution to exist, C3 = C4 = 0 and, if both endsare pinned and the origin is taken at one end (such that at Y = 0, u = 0), the periodic de�ected pro�leis a sinusoid:

u(Y ) = C2 sin (αY ) (2.2.7)with half-wavelength:
L =

π

α
= π 4

√

EI

kHu
. (2.2.8)This solution is valid either for a pipeline of length, nL (where n is the number of half-wavelengths), orfor the limiting case of a beam of in�nite length (since the number of �nite wavelength buckles also thentends to in�nity). Hetényi [19] gives full details of solutions for �nite length beams subjected to otherboundary conditions, but further discussion is not appropriate here.The assumption of an elastic model for the lateral load:displacement relationship is only valid for verysmall lateral displacement (a small fraction of a pipe diameter). For larger lateral displacement, the soilwill reach its load carrying capacity such that the load:displacement relationship is more appropriatelyde�ned by a model which includes plasticity. Accordingly, an elastic analysis of the type described aboveis only suitable for predicting the seed mode to be prescribed in a numerical analysis which assumes amore realistic model for the load:displacement response. However, as discussed in the preceding chapter,an on-bottom pipeline will inevitably not be initially straight (even if a straight lay pro�le was intended).Accordingly, the choice of seed mode for a numerical analysis is typically based on the representative
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Fig. 2.1: Variation of buckle load, Pb, and half-wavelength, L, with elastic lateral sti�ness, kHu, as predictedby the analysis of Hetényi [19] (for D = 1m, t̄ = 38.1mm, E = 210GPa and ν = 0.3).OOS observed in the �eld rather than a continuous sinusoid spanning the entire length of the pipeline,as predicted by the elastic analysis outlined above.Nevertheless, the above analysis is valuable since it identi�es the initial response which is likely tobe predicted by a numerical analysis which makes use of elastic-plastic, force-resultant macro-elementmodels. Namely, for a nominally straight pipeline, a higher elastic lateral sti�ness will lead to a higherbuckle load and a lower wavelength. Fig. 2.1 shows these trends for a pipeline with D = 1m, t̄ = 38.1mm,
E = 210GPa and ν = 0.3. For these parameter values (and α = 11x10−6 ◦C−1), the fully constrainedforce (for ∆T = 200◦C and ∆p = 130GPa) is 90.98MN (cf. page 3). The �gure shows that, for
kHu > 184kPa, Pb > P0, which implies that buckling is not possible above this threshold for kHu. Infact, as will be discussed in Chapter 5, experimental data suggests that 184kPa is a rather low value forthe elastic sti�ness (at least for a pipe of 0.5m diameter and resting on a soil of typical shear modulus).This emphasises the inappropriateness of assuming a linear elastic model for lateral load:displacementrelationship.2.2.2 Rigid perfectly plastic lateral load:displacement relationshipRather than assuming linear elasticity, Kerr [21] and Hobbs [22] (also Martinet [23]) considered arigid-plastic model for the lateral restraint which, on assuming a Coulomb friction relation for the lateralload capacity, is given as:

H =







+µLγ
′
p for u > 0

−µLγ′p for u < 0

(2.2.9)where γ′p is the per-unit-length submerged pipeline weight. Like the analysis of Hetényi, these solutionsare also based on Euler-Bernoulli beam theory but, in this case, a mode shape is assumed a priori andthe conditions to maintain equilibrium for that mode shape are sought subsequently. Kerr presentsderivations for the localized modes (1-4) shown in Fig. 2.2 while Hobbs later analysed the∞ mode which
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Fig. 2.2: Buckle modes assumed in the analyses of Kerr and Hobbs, after Hobbs [22].

Fig. 2.3: Geometry and nomenclature for the mode 1 analysis of Kerr [21].spans the entirety of the pipeline.1 Since the Kerr/Hobbs solutions play an integral role in the lateralbuckling assessments made by industry, the derivation of the de�ected pro�le and buckle load for the�rst mode is outlined in the following. However, for brevity, the equivalent solutions for the remainingmodes are simply duplicated from Hobbs [22].The idealized loads subjected to the pipeline in the mode 1 analysis are shown in Fig. 2.3, togetherwith the implied axial force distribution. In this �gure, the pipeline is segregated into three regions,labelled A, B and C.
• Region A (−L/2 < Ȳ < L/2) is the buckled portion over which both the axial and lateral displacementsare unknown (although it is assumed that u > 0 such that the distributed load imparted by the seabedonto the pipeline acts in the negative X direction over the entirety of L). For equilibrium of forcesin the lateral direction, two points loads of magnitude µLγ

′

pL/2 are included at the buckle extremities.The axial compressive force carried in this region is denoted as PH .
• Region B (−L0/2 ≤ Ȳ and Ȳ ≥ L0/2) contains the fully constrained portions over which both theaxial and lateral displacements are zero. The axial force carried in these portions, P0,H , is the fully1Kerr's and Martinet's work was motivated by the lateral buckling of rail lines rather than on-bottom pipelinesbut, nevertheless, it is as much applicable to on-bottom pipeline analyses as that of Hobbs (whose investigationwas motivated solely by heated on-bottom pipelines).



Chapter 2: Background 20constrained load to induce buckling. P0,H is less than PH because the formation of the buckle isaccompanied by axial extension.
• Region C contains the slippage portions: −L0/2 < Ȳ ≤ −L/2 and L/2 ≤ Ȳ < L0/2, over which thelateral displacements are zero, but the axial displacements are not. Uniformly distributed axial loadsof magnitude of µAγ′p are included along these slippage portions to ensure axial force equilibrium at theinterface between regions A and C. For convenience, Hobbs assumes µL = µA, such that the followingrelation between the change in the axial load, ∆PH = P0,H −PH , and the slippage length, 1/2 (L0 − L)is readily identi�ed:

∆PH = µLγ
′
p

(L0 − L)

2
. (2.2.10)The lateral displacement, u, in the buckled portion (region A) is given by the solution of the followingordinary di�erential equation, which is obtained by the straightforward application of force equilibriumand Euler-Bernoulli beam theory:

d2u

dȲ 2
+ n̄2u+

m̄

8

(
4Ȳ 2 − L2

)
= 0 (2.2.11)where m̄ = µLγ

′

p/EI and n̄2 = PH/EI. This equation is readily solved, subject to the boundary conditions:
u (±L/2) = 0, to give:

u(Ȳ ) =
m̄

n̄4

(

− cos
(
n̄Ȳ
)

cos (n̄L/2)
− n̄2Ȳ 2

2
+
n̄2L2

8
+ 1

)

. (2.2.12)Enforcing the second boundary condition:
du

dȲ

∣
∣
∣
∣
Ȳ=±L/2

= 0, (2.2.13)gives:
PH =

kAEI

L2
(2.2.14)where kA = 80.76.The variable of primary interest is P0,H since it is the axial load to which the pipeline must besubjected for the buckle to form. P0,H is found from PH by establishing a displacement compatibilityrelationship between the axial extension of the pipeline (due to the drop in axial load) and the arc-lengthof the buckled portion. Following from Hobbs' subsequent paper [24], the axial extension within thebuckled portion is given as:

∆PHL

EA
, (2.2.15)while, ss, the total axial extension of both slippage portions is given as:

∆PH(L0 − L)

2EA
. (2.2.16)The arc-length of the buckle is:

L/2∫

−L/2

1

2

(
du

dȲ

)2

dȲ (2.2.17)



Chapter 2: Background 21Mode kA kB kC kD1 80.76 6.388x10−5 0.500 1.0002 4π2 1.743x10−4 1.000 2.0003 34.06 1.668x10−4 1.294 2.5584 28.20 2.144x10−4 1.608 3.216
∞ 4π2 Eq. 2.2.22 -Table 2.1: Values for the constants: kA, in Eq. 2.2.14, and kB and kC in Eq. 2.2.21, for each of the bucklemodes shown in Fig. 2.2.and, hence, the displacement compatibility relation reads:

∆PH(L0 − L)

2EA
+

∆PHL

EA
=

L/2∫

−L/2

1

2

(
du

dȲ

)2

dȲ . (2.2.18)By using Eq. 2.2.10, L0 can be eliminated from this equation to give:
(∆PH)2 + µLγ

′
pL (∆PH)− µLγ′pEA

L/2∫

−L/2

(
du

dȲ

)2

dȲ = 0 (2.2.19)which, on re-arrangement for ∆PH , gives:
∆PH =

µLγ
′
pL

2






−1±

√
√
√
√
√
√1 +

4EA

µLγ′pL
2

L/2∫

−L/2

(
du

dȲ

)2

dȲ






. (2.2.20)On evaluating the integral, this expression simpli�es to give:

P0,H = PH + kCµLγ
′
pL

(

−1±
√

1 +
kBEAµLγ′pL

5

(EI)2

) (2.2.21)where: kB = 6.3883x10−5 and kC = 0.5. For the other three localized modes (2-4), the solutionsfor PH and P0,H are given by equations of the same form as Eqs 2.2.14 and 2.2.21, respectively. Thederivations for these other modes are broadly analogous to that of mode 1 except that the analysis ismore cumbersome since the lengths of the secondary buckle lobes in modes 3 and 4 are unknown a priori(and, hence, the magnitude of the lateral point loads are also unknown); see Kerr's paper [21] for details.Values for kA, kB and kC for these modes are listed in Table 2.1, together with kD, the ratio of the totalbuckle length L̄ (as labelled in Fig. 2.2) to L. For the ∞ mode, since ss = 0, the expression for P0,H isin a di�erent form to that of Eq. 2.2.21, and is given by:
P0,H = PH + 4.705x10−5EA

(
µLγ

′
p

EI

)2

L6. (2.2.22)For a single-walled steel pipeline of geometry: D = 0.65m, t̄ = 15mm, wall material properties:
E = 210GPa, ν = 0.3, buoyant pipe weight: γ′p = 3.21kN/m, and friction coe�cients: µA = µL = 0.5,the relationships between P0,H and L given by Eq. 2.2.21 (for modes 1-4) and Eq. 2.2.22 (for the ∞mode) are plotted in Fig. 2.4. For each mode, the �gure identi�es a minimum P0,H for a buckle toform; this minimum value is denoted here as P cr0,H and occurs at the unique buckle length, Lcr. For thisexample, the predictions for P cr0,H for the localized modes are very similar (with mode 4 slightly belowmodes 1-3). P cr0,H is higher for the ∞ mode than the localized ones although, in design practice, the ∞mode is often used to estimate the buckle force. This is most likely to be because Lcr,∞ and P cr,∞0,H (the
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Fig. 2.5: In�uence of µL (= µA) on the mode 4 solution of Kerr [21].respective values of Lcr and P cr0,H for the ∞ mode) can be expressed in closed-form according to:
Lcr,∞ =

(

2.7969x105 (EI)3

EAµ2
Lγ

′2
p

)1/8 (2.2.23)
P cr,∞0,H = 2.2889EI

(

Aµ2
Lγ

′2
p

E2I3

)1/4

. (2.2.24)For this example, P cr,∞0,H = 3.44MN and Lcr,∞ = 69.59m. Of course, the minimum for the other modescould be computed numerically; indeed, for this case, the minimum load for the fourth mode, P cr,40,H , is2.74MN (79.7% of P cr,∞0,H ), and the corresponding critical buckle length, Lcr,4, is 70.16m. The in�uenceof µL (= µA) on the relationship between P0 and L is shown in Fig. 2.5. This �gure identi�es that forhigher µL (= µA), a greater P0,H is required to induce a buckle, but the span is lower (lower L).2.2.3 Lateral buckling assessmentThe solutions of Kerr/Hobbs are widely used by practicing engineers to assess the susceptibility of anominally straight pipeline to lateral buckling. This assessment is typically carried out by comparing theexpected axial force distribution with P cr,∞0,H (or, occasionally, one of the solutions for P cr0,H for a localizedmode). The expected axial force distribution is calculated by making the following assumptions.



Chapter 2: Background 231. The pipeline is free to expand at either end. At the well-head, this is typically true since pipeline endterminations (PLETs) allow slip between the pipe and foundation mud-mat [25].2. The per-unit-length axial load capacity is modelled adequately by a Coulomb friction relation:
fA =







+µAγ
′
p for v > 0

−µAγ′p for v < 0

(2.2.25)where µA and γ′p are assumed to not vary with axial position.Under these assumptions, the axial load to which the pipeline must be subjected to induce axial displa-cement towards Y = 0 is given as:
P (Y ) =

Y∫

0

fA
(
Y ′) dY ′ =

Y∫

0

−µAγ′pdY ′ = −µAγ′pY (2.2.26)where Y ′ is a dummy variable. Likewise, the axial load to which the pipeline must be subjected to induceaxial displacement towards Y = LP , is given as:
P (Y ) =

LP∫

Y

fA
(
Y ′) dY ′ =

LP∫

Y

µAγ
′
pdY

′ = µAγ
′
p (LP − Y ) . (2.2.27)These expressions can be re-cast in dimensionless form as:

P

µAγ′p
=







−Y/LP for expansion towards Y = LP

1− Y/LP for expansion towards Y = 0.

(2.2.28)Fig. 2.6a is a schematic plot of these relations in dimensionless P/µAγ
′

p:Y/LP space. The axial load capacityis the minimum absolute value of P and this is shown by the solid line in Fig. 2.6b. Under the premisethat a Coulomb friction model for the per-unit-length axial load capacity is appropriate, the axial forcedistribution shown in the �gure is that which would be sustained if lateral buckling does not occur and thefully constrained load is greater than the peak of this distribution. In this case, somewhat intuitively, thepipeline is expected to expand outward from its centre-point when subjected to a temperature/pressureincrease. This is shown in Fig. 2.6c by the linear variation of axial extension, v, with axial position, y.If the fully constrained load (as given by Eq. 1.1.6) is less than the peak shown in Fig. 2.6b, then thecentral portion of the pipeline is expected to be fully constrained, as shown in Fig. 2.7. For this scenario:
• over 0 ≤ Y < P0/µAγ

′

p, the pipeline expands towards Y = 0;
• over P0/µAγ

′

p ≤ Y ≤ (LP − P0/µAγ
′

p), the pipeline is fully constrained; and
• over 0 < Y ≤ (LP − P0/µAγ

′

p) the pipeline expands towards Y = LP .Accordingly, the fully constrained length, LC , is given as:
LC = LP − 2P0/µAγ

′

p, (2.2.29)which implies that a long (high LP ), heavy (high γ′p) pipeline carrying oil/gas of low temperature andpressure (low ∆T and ∆p and, hence, low P ), and resting on a seabed with high axial resistance (high
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Fig. 2.6: Idealized axial force and displacement distributions for an unconstrained, straight pipeline.
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Fig. 2.8: Schematic showing the concept of virtual anchors and the virtual anchor spacing (VAS).
µA) will have a larger constrained length than a short (low LP ), light (low γ′p) pipeline carrying oil/gasof high temperature and pressure (high ∆T and ∆p and, hence, high P ), resting on a seabed with lowaxial resistance (low µA). If P cr,∞0,H > max (|P |), the pipeline is deemed susceptible to lateral buckling.Sometimes, the expected axial load capacity is increased by a safety factor to add conservatism to thissusceptibility assessment.2.3 Numerical analyses using 1-DOF force-resultant models2.3.1 Current design practice and virtual anchor spacing (VAS)If a pipeline is adjudged to be susceptible to lateral buckling, a series of numerical analyses arethen carried out using the FE method and the force-resultant macro-element approach (as introducedin �1.2.1). Typically, highly idealized, independent, elastic perfectly plastic models are assumed for thelateral (H:u) and axial (fA:v) load:displacement relationships (as shown schematically in Fig. 1.7, page10). Like in the analysis of Kerr/Hobbs, the magnitude of the axial and lateral capacities are assumed totake the form of Coulomb friction relations (i.e. the axial and lateral load capacities are taken as µAγ′pand µLγ′p, respectively). The vertical DOF is, usually, fully restrained, such that the de�ection of thepipe is con�ned to the X:Y plane.Since large parametric studies are typically carried out by industry, FE analyses of whole pipelinesare rarely undertaken since their computational expense is deemed to be too high. Instead, only aportion of the pipeline, termed the virtual anchor spacing (VAS), is analysed. Virtual anchors arethe points between two buckles which are assumed to remain stationary throughout the heat-up/cool-down (pressure-rise/pressure-drop) cycles; see Fig. 2.8. The VAS is the length of pipeline between twoneighbouring virtual anchors. Since encastré supports can be inserted where virtual anchors form, theVAS can be extracted and analysed independent of the remainder of the pipeline. The objective of a FEanalysis of a single VAS is to test whether the pipeline feeds into the centre of the buckle, as desired,without the formation of an unplanned buckle elsewhere between the virtual anchors. Checks are alsocarried out to ensure the peak wall stress remains below an acceptable threshold.
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Chapter 2: Background 27A desirable VAS is one that is su�ciently large so that it can be seeded appropriately (using, forexample, snake-lay) and, yet, small enough so that rogue buckles do not form. While the Kerr/Hobbsanalysis provides a prediction of the total buckle length, L̄, (which could be used to infer the bucklespacing), initial estimates of the VAS are typically based on experience, rather than a theoretical basis[12]. This is primarily because the Kerr/Hobbs analysis assumes that the pipeline is initially straightand uniform, whereas the inclusion of OOS (due to the inclusion of a buckle initiation measure) islikely to in�uence the buckle spacing strongly. Typically, the VAS is taken to be in the range: 1-2km.Fig. 2.9 is a schematic plot of the idealized axial force distribution if four buckles form over the fullyconstrained portion and slippage occurs over the entire length. Fig. 2.10 is an equivalent schematic ifthe fully constrained load is reached. For this case, a higher VAS is allowable since buckles can form atdistinct locations, separated by fully constrained lengths of (nominally straight) pipeline.VAS analyses are usually carried out using a range of values for µL and µA. Indeed, Monte Carlosimulations are typically carried out in which µL and µA are assumed to take probabilistic distributions(see Sinclair et al. [14] for further details). The aim is to seek the combination which gives the maximumprediction of the peak stress for the chosen VAS, that is, the most onerous eventuality. From this estimateto the peak stress, the likelihood of exceeding a limit state is then quanti�ed.2.3.2 Analyses of Tvergaard and NeedlemanIn the interests of summarising the �ndings to be expected from the numerical analyses carried outby industry, it is insightful to review Tvergaard & Needleman's [26] investigation. Like the analyses ofKerr/Hobbs, the application of Tvergaard & Needleman's work was the lateral buckling of rail tracks.However, the �ndings are of interest (qualitatively, at least) to an on-bottom pipeline analysis.Tvergaard & Needleman report a series of FE structural analyses using 1-D bar elements with a seedmode given by:
u(Y ) =

(

δ̄1 + δ̄2 exp

[

−
(

2Y − LP
L

)2
])

sin

(
πY

L

) (2.3.1)where δ̄1 is the amplitude of a sinusoidal imperfection of half-wavelength, L, and δ̄2 is the peak amplitudeof an exponential function which is superimposed upon the sinusoid and decays either side of the centre-point, Y = LP/2. LP is, again, the pipeline length, such that there are n = L/LP half-wavelengthsin the seed mode. Like the on-bottom pipeline numerical analyses carried out by industry, Tvergaard& Needleman assumed independent lateral and axial load:displacement relationships (although, ratherthan perfect plasticity, a power law relation was used to de�ne the post-yield dependence of load ondisplacement).Two sets of analyses were carried out; in the �rst, δ̄2 was taken as zero such that the seed mode wasa pure sinusoid, while in the second, δ̄2 was taken as a small fraction of δ̄1 such that the amplitude ofthe central sine wave was set to be marginally greater than the amplitudes of the surrounding waves.
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(a) In�uence of δ̄1 on the vend:∆T equilibrium paths. (b) In�uence of δ̄2 on the |umax| :∆T equilibrium paths.Fig. 2.11: Sample results from Tvergaard & Needleman's [26].Investigations taking positive δ̄2 were prompted by �eld observations that rail tracks do not tend tobuckle into a continuous periodic mode over their entire length but, instead, one buckle lobe tends togrow at the expense of the surrounding lobes. This localized buckle mode appears to be also evident foron-bottom pipelines, cf. Fig. 1.3.In Fig. 2.11a, the results of �ve tests which were carried out as part of the �rst set of analyses (i.e.those assuming a purely sinusoidal seed mode) are shown on a plot of the temperature change, ∆T ,against the end axial de�ection, vend. Each of these tests was carried out with LP = L = 6m suchthat a single half-wavelength (n = 1) was prescribed to span the entire strut/pipeline. As expected,the plots show that reducing the imperfection amplitude (for the same wavelength) leads to an increasein the value of ∆T needed to cause buckling. The plot also reveals that the post-buckling responsedepends on the imperfection amplitude. For δ̄1 = 0.005m, 0.010m and 0.015m, the value of ∆T tomaintain equilibrium decreases as vend increases. This implies an unstable response, and suggests thatthe pipeline is expected to undergo snap-through behaviour on reaching the maximum ∆T (the pointsmarked `x'). For δ̄1 = 0.020m and 0.025m, on the other hand, there is no peak temperature, but rather
∆T increase monotonically with vend. Hence, as expected, the �ndings of this investigation support thenotion that the smaller the ratio of the wave amplitude to the half-wavelength, the greater the likelihoodof encountering an unstable response.In Fig. 2.11b, the results of two tests which were carried out as part of the second set of analyses(those with positive δ̄2) are shown as a plot of ∆T against the maximum absolute lateral de�ection,
|u|max. Both tests assumed: L = 6m, δ̄1 = 0.02m and δ̄2 = 2x10−5m (0.1% of δ̄1) but for the �rst test,
LP was taken as 54m (to give n = 9) whereas for the second test, LP was taken as 102m (to give n = 17).A plot of the results of a purely periodic test (δ̄2 = 0) with n = 1 are also shown on this set of axes.These plots show that the value of ∆T to cause buckling for all three tests is approximately the same.



Chapter 2: Background 29However, the post-buckling response di�ers. For both tests with positive δ̄2, it is reported that, whilethe amplitude of the central buckle lobes increased with an increase in ∆T , the other lobes unloadedelastically. From Fig. 2.11b, it is evident that the net e�ect of inducing a localized response is to reducethe temperature needed to maintain equilibrium in the post-buckling regime. This �nding tallies withthe observation that a localized mode is found to exist in the �eld (i.e. that a localized response isenergetically favourable). The �gure shows that the post-buckling temperature for the 102m (n = 17)pipeline is lower than that for the 54m (n = 17) one.Miles' thesis [27] reports further FE analyses of the type described above as well as physical modeltesting, in which a model pipeline was loaded on a rigid base (such that the assumptions underpinning hisnumerical work were matched to those of the experimental programme). However, further discussion onthis work is not appropriate here since the remainder of this chapter (and, indeed, the thesis) is focusedon the development of more realistic force-resultant constitutive models than those used in these inves-tigations, with a particular emphasis on incorporating the in�uence of the load:displacement responsein the vertical DOF. However, Tvergaard & Needleman's investigation provides broad conclusions to beborne in mind when carrying out FE analyses of nominally straight on-bottom pipelines. In particular,buckle localization can be predicted by the inclusion of a very small localized imperfection and thatthe temperature (hence, compressive load) required to sustain a localized response is signi�cantly lessthan that required to sustain a periodic one. Interestingly, the latter conclusion supports that of Hobbs'analysis, since the buckle load for Hobbs' ∞ mode is greater than the buckle load for any of the fourlocalized modes.2.4 Shortcomings of current design practiceThe analytical solutions developed by Kerr/Hobbs, and the majority of the numerical analyses car-ried out in industry, make use of independent, 1-DOF force-resultant models for the lateral and axialload:displacement relationships. As will be discussed further in �2.8, experimental data provides com-pelling evidence to suggest that the lateral:load displacement response is, in fact, strongly linked to theresponse in the vertical DOF. In particular, for loading scenarios in which the buoyant pipe weight ata given cross-section changes substantially (due to local changes in the elevation of the pipe), the ho-rizontal resistance is also likely to change signi�cantly. Only by devising a model in 2-DOFs can suchinterdependencies be accounted for appropriately. A further shortcoming of the use of 1-DOF models isthe empiricism inherent to the choice of horizontal load capacity (µL value). In part, this is because ofuncertainties relating the initial embedment of the pipe and the seabed strength. However, it should alsobe borne in mind that selecting representative µL values (which remain constant with changing horizontaldisplacement) is a highly challenging task owing to the inevitable evolution of the horizontal load withdisplacement (due to berm formation as well as vertical load/displacement changes, as discussed above).



Chapter 2: Background 30The above limitations of the force-resultant models used by industry have prompted the researchcommunity to develop more realistic models, based on hardening plasticity theory, to predict an on-bottom pipe element's load:displacement response. These models are reviewed in the remainder of thechapter, together with details of the methods that were used to generate the data to calibrate them.However, before proceeding to this review, it is important to comment brie�y on Verley & Sotberg's [28]model, which is recommended for use in the recent DNV [29] guidelines. Verley & Sotberg's model is apseudo 2-DOF model in the sense that it uses a set of heuristics to determine the current penetrationdepth from which a prediction of the current per-unit-length horizontal load capacity is then made. Itis a more advanced model than the simple 1-DOF models outlined above and is also computationallye�cient. However, it is has not been shown to reproduce experimental trends with su�cient reliabilityto be classed as a rigorous model, and given the simple set of heuristics on which it is based, it is unlikelyto be able to do so (at least for a wide range of pipe weights and initial embedment depths).2.5 2-DOF force-resultant plasticityIn 1987, Schotman & Stork [30] set out a framework, based on hardening plasticity and drawinganalogies with the Cam-clay model, to capture the 2-DOF pipe-soil interaction response on drainedsand. Their model, implemented in a manner appropriate for use in non-linear structural analyses, wasfound to be successful in reproducing experimental trends. Later, in 1989, Schotman [31] adapted thisapproach to model spud-can foundations, also on drained sand. This pioneering work spawned muchfurther research aimed at devising and calibrating similar plasticity-based models for o�shore foundations,including Tan [32], Nova & Montrasio [33], Martin [34], Gottardi et al. [35], Cassidy [36]. More recently,Zhang and co-workers [37, 38, 39, 40] and Hodder & Cassidy [41] have further developed Schotman'searly work on pipelines by calibrating similar 2-DOF models to de�ne the relationships between theloads, V and H, and the displacements, w and u, for the pipeline problem. Zhang et al. [38] consideredthe drained response of pipe elements on calcareous sand, while Hodder & Cassidy [41] looked at pipeson undrained clay. Both of these models are discussed in �2.7, after the following explanation of theoperation of such plasticity-based models, and some discussion on dimensionless groups.In this section, the components and operation of a force-resultant model are summarised in thecontext of a pipe element, subjected to the loads V and H and undergoing the displacements, w and u.The starting axiom of such a plasticity model is the decomposition of the displacements into elastic andplastic portions:
w = we + wp (2.5.1)
u = ue + up. (2.5.2)The model is then de�ned by the following four components.
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Fig. 2.12: Schematic of a yield surface, plastic potential and �ow vector.1. The yield function, f . This is a function of the loads, V and H, and, in the case of hardeningplasticity, a set of hardening parameters, χf . By convention, f is de�ned such that values of V and
H which cause yield give f = 0 and, accordingly, a plot of the zero contour of f is termed the yieldsurface. Also by convention, f is typically devised such that (V,H) points which plot inside the yieldsurface give f < 0, while (V,H) points which plot outside the yield surface give f > 0; see Fig. 2.12.There are several parallels between a force-resultant plasticity model and a continuum plasticitymodel devised for a soil (e.g. Cam-clay). One such connection is the analogous roles of the verticalload, V , in a force-resultant model, and the mean e�ective pressure, p′, in continuum setting (seeMartin [34] for a full discussion on this analogy). Historically, p′ has almost exclusively been used asthe abscissa of a plot in which the deviatoric stress, q, is the ordinate and, to mirror this convention ina force-resultant context, V is plotted throughout the thesis on the horizontal axis while H is plottedon the vertical axis.2. The elasticity relations. These de�ne the relationships between the changes in the loads and thechanges in the elastic displacement components. Typically, in the context of pipe-soil force-resultantmodels, these are taken to be incrementally linear and, hence, given as:
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 (2.5.3)where kV w, kV u, kHw and kHu are constants. In a more generic context, kV w, kV u, kHw and kHucould be taken as functions of some other variables; in particular, `coupled plasticity' refers the casewhen kV w, kV u, kHw and kHu are taken as functions of the plastic displacement components.3. The �ow rule. This de�nes the ratio of the in�nitesimal plastic displacement components at yield,and is commonly formulated by introducing a plastic potential, g. The plastic potential is a functionof the loads, V and H, a second set of parameters, χg, as well as a set of dummy variables which, byconvention, are typically chosen such that g is zero for the current (V,H) yield point. On introducing



Chapter 2: Background 32a plastic potential, the �ow rule is given as:
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 (2.5.4)where λ is the plastic multiplier. The geometric interpretation of the �ow rule is as follows. A so-called �ow vector directed normal to the g = 0 contour, at the current (V,H) yield point, is inclinedalong the direction of in�nitesimal plastic displacement in the space of displacements that are work-conjugate to the loads (see Fig. 2.12). An associated �ow rule, g = f , implies that the �ow vector isalso inclined along the normal to the yield surface and, hence, the terms: normality and associated�ow are synonymous. Conversely, a non-associated �ow rule, g 6= f , implies that the �ow vector isinclined along a direction di�erent from the normal to the yield surface.If an equal aspect ratio is used for the V :H axes, then a set of work-conjugate plastic displacementsaxes, δwp:δup, will also have an equal aspect ratio. Accordingly, throughout the remainder of thethesis, when a set of δwp:δup axes are superimposed upon a V :H set, the V :H axes are chosen tohave an equal aspect ratio such that a �ow vector plotted in δwp:δup space has the straightforwardinterpretation shown in Fig. 2.12 (note that the angle between the �ow vector and the H axis, α, isthe same as the angle at which the vector of resultant incremental plastic displacement is inclined tothe δup axis).4. The hardening laws. For hardening plasticity, relations are required to de�ne the evolution of thehardening parameters, χf � which specify the size and shape of the yield surface � with the plasticdisplacement components. These hardening laws can either be de�ned in in�nitesimal form (that is,an in�nitesimal change in the hardening variables is computed from an in�nitesimal change in theplastic displacements, δwp and δup) or in �nite form (that is, the hardening variables are taken asfunctions of the total plastic displacements, wp and up).Throughout the thesis, it will often be of interest to discuss the size and shape of the yield surfacefollowing a particular history of plastic displacement. In such discussion, it is convenient to refer to`the current instance of the yield surface' to emphasize that the discussion is then applicable only tothe size and shape of the yield surface for the current values of the hardening parameters.When implemented as a macro-element in a structural analysis, a plasticity model is tasked with com-puting updated values for the loads, V and H, for given increments in the displacement components,
∆w and ∆u. Since the �ow rule (and, sometimes, the hardening laws) are in�nitesimal relationships, anintegration scheme is required to carry out this update. However, for the purpose of this introductorydiscussion, it is convenient to outline the operation of a force-resultant plasticity model by considering
∆w and ∆u as su�ciently small changes such that they can be considered as in�nitesimal. Indeed, thisis essentially the premise of an explicit integration scheme and, under this premise, it is convenient toconsider the following three scenarios of loading.
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Fig. 2.13: Schematic showing the V :H load paths discussed in �2.5.1. For a change in the loads in which the initial and updated (V,H) points plot inside, or on, thecurrent instance of the yield surface (see load path A→B in Fig. 2.13), only elastic displacementsoccur. According to the hardening laws, the evolution of the yield surface is dependent on changes inthe plastic displacement components and, hence, it follows that the size and shape of the yield surfaceis unchanged.2. For a change in the loads in which the initial (V,H) point plots inside the current instance of theyield surface and the updated (V,H) point plots outside the current instance of the yield surface (seeload path C→D in Fig. 2.13), the step consists of two portions; in the �rst (C→E), there are onlyelastic displacements while in the second (E→D), both elastic and plastic displacements occur. Theseportions can be considered separately; the �rst treated as described in point 1, while the second istreated as described in point 3.3. For a change in the loads in which the initial (V,H) point plots on the current instance of the yieldsurface and the updated (V,H) point plots outside the current instance of the yield surface (see loadpath E→D in Fig. 2.13), the step consists of both elastic and plastic displacements. The ratio ofthe horizontal to vertical plastic displacement components is dictated by the �ow rule, while theirmagnitude must be such that the yield surface expands or contracts to allow the updated (V,H) pointto plot on the updated instance of the yield surface. The elastic displacements are again related tothe change in the loads via the elasticity relations.2.6 Dimensional analysisThe remainder of this chapter is largely focused on a review of those 2-DOF force-resultant plasticitymodels which have been constructed with a greater emphasis on geotechnics. Often, these models arede�ned in terms of dimensionless variables so that they can be applied to pipes of arbitrary diameterand seabeds of arbitrary strength.2 Accordingly, at this juncture, it is convenient to set out the dimen-sionless groups which govern the load:displacement response of an on-bottom pipe. In the following, theappropriate dimensionless groups for pipes on both drained sand and undrained clay are presented anddiscussed. The former case is applicable to the research which is presented in the remaining chapters of2Of the models discussed subsequently, only the one proposed by Zhang et al. [39] does not adhere to thisprinciple since its physical dimensions are set by its elastic constants.



Chapter 2: Background 34the thesis, while the latter case is applicable to the subsequent discussion on the prior research whichhas been carried out on undrained clay.Following from the work of Kelly et al. [42], it is convenient to distinguish between strength andsti�ness when formulating dimensionless groups. Strength, in this context, refers to the bearing capacityof the seabed for the current position of the pipe (i.e. a plastic response), while sti�ness refers to therelationship between the loads and displacements for values of the loads which are remote from thoseneeded to bring about bearing capacity failure (i.e. an elastic response). In general, strength is ofprimary interest to a pipe-soil force-resultant model since, during lateral buckling/bending, the pipe iscontinually undergoing plastic failure. Nevertheless, some discussion on sti�ness is worthwhile since aprediction of the initiation of lateral buckling is likely to depend (possibly, quite strongly) on the valuesfor the elastic constants.2.6.1 Strength on drained sandConcerning strength on drained sand, a common choice of independent variables for purely verticalloading are: the soil's e�ective self-weight � γ′, the pipe diameter � D, the per-unit-length vertical load �
V , the vertical component of displacement � w, the interface friction angle � δ, and the internal angle offriction � φ′, which is the parameter used to quantify the strength of the soil. A dimensionless relationshipbetween these variables is:
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) (2.6.1)where fA is a dimensionless function. The group on the left hand side of this expression, V/γ′D2, relates tothe ratio of the vertical stress induced by the applied load to the stress induced by the soil's self-weight.This group is used extensively throughout the thesis and, hence, it is convenient to introduce the symbol,
V̄ , as its shorthand. The ratio, w/D, is often termed the embedment ratio.Implications for experimental workIn an experimental context, the value of φ′ is not speci�ed directly but, instead, it depends on therelative density, ID, and, in general, also the mean e�ective stress level, p′. Bolton's [43, 44] correlationssuggest that:
• for p′ > 150kPa, φ′ increases linearly with ID and decreases linearly with ln (p′), while
• for p′ ≤ 150kPa, p′ exerts a negligible in�uence on φ′ such that φ′ and ID are uniquely correlated.For 1g scale model testing, the stress level at geometrically similar points is a factor of nm times smallerat model scale than prototype scale, where nm is the ratio of the length of the prototype to length ofthe model. Accordingly, if p′ at prototype scale is greater than the 150kPa, similitude of φ′ can not beattained by carrying out scale model testing at the same relative density. Conversely, if p′ at prototypescale is less than, or equal to, 150kPa, it is no longer critical to match the stress level between di�erent



Chapter 2: Background 35scales and, providing the model scale test is carried out at the same relative density as the prototypetest, φ′ will be the same. Accordingly, given the signi�cance of the magnitude of p′ on the scaling laws,it is insightful to attempt to estimate the range of values for p′ which are expected in the �eld. To attainthis estimate, the following, idealized analysis of the penetration of a pipe into a sand seabed was carriedout.Consider Fig. 2.14a which depicts a section of pipe, penetrated to a depth, w, into a level seabed.For an element of soil located at a distance D below the seabed surface (point A), the vertical e�ectivestress, σ′v, can be approximated as the summation of a term due to the soil's self-weight, γ′, and a termdue to the applied vertical load, V , to give:
σ′v = γ′ (D − w) +

V

2c
(2.6.2)where c =

√

w (D − w) is the semi chord width, as labelled on the �gure. For this estimate to σ′v, Vwas approximated as the product of the per-unit-length buoyant pipe weight and the over-loading ratio,
R. Three values for R (5, 10, 20) and three values for D (0.1m, 0.3m, 1.0m) were considered. In allcases, a (submerged) pipe density of 6850kg/m3 was assumed, while the wall thickness, t̄, was takento be 5% of D. To deduce the in-plane direct stress component, σ′h, an estimate to the lateral earthpressure coe�cient at rest, K0, was required. This was conveniently taken as (1− sinφ′), the widelyused approximation to Jâky's [45] relation for normally loaded soils; see Muir Wood [46] for furtherdiscussion. The out-of-plane direct stress is indeterminate (it takes the value needed to enforce the planestrain condition), however, for pragmatic purposes, it was assumed to be equal to 0.8 of the mean in-plane stress, 1/2 (σ′v + σ′h), as suggested by Stroud [47] based on simple shear testing at low stress levels;see also Muir Wood [46]. Under these assumptions, if φ′ is taken as 30◦, the mean stress, p′, is 0.7σ′v .Figs 2.14b and 2.14c are plots of the variation of p′ with w for various D and R, respectively. The plotssuggest that p′ is typically less than the critical value of 150kPa unless w is particularly low, or R isvery high. Given that p′ is likely to decrease during lateral displacement (since V during operation isless than the peak value when it is laid), it appears reasonable to assume that p′ is typically less than150kPa and, hence, the reduction of the stress level in 1g scale model testing is not of key concern.It is important to comment that if the stress level is deemed to be of a su�ciently large magnitudeso as to in�uence φ′, then 1g physical model testing need not be disregarded entirely. The preparationof a sample with a lower relative density (lower ID) than that present in the �eld can suppress excessivedilation and, thus, compensate for the in�uence of the reduced stress level; see Kelly et al. [42] andBienen et al. [48] for further discussion on this topic. This is, of course, a standard approach used inlaboratory testing, although it is acknowledged that, while an initial ID can be speci�ed by the samplepreparation, the movement of the pipe will densify an initially loose sample and, thus, negate (to someextent) the attempt to o�set the in�uence of the reduced stress level on φ′. Despite this, it is importantto bear in mind that soil is likely to be close to critical state following cyclic lateral displacement, such
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(a) Idealized geometry for p′ estimate.
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(b) In�uence of D (R = 10).  
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(c) In�uence of R (D = 0.3m).Fig. 2.14: Variation of p′ with penetration depth, w, for t̄ = 0.05D, γ′ = 10kN/m3 , various D and R.that the in�uence of stress level on φ′ is then negligible (Bolton's relations, given above, apply to thepeak strength only).In any case, once φ′ is matched between scales, Eq. 2.6.1 implies that it is su�cient to carry outphysical scale model testing using just one value for D and, likewise, just one value for γ′. However,if just one type of sand is to be used then, in order to investigate the response for various φ′, it isnecessary to vary ID and, hence, also vary γ′. Nevertheless, the dimensionless relation of 2.6.1 enablesthe respective in�uences of γ′ and ID to be separated appropriately.Implications for numerical workWhereas the strength, density and dilatancy of sands are intrinsically linked in a physical context,the parameters governing these attributes in a numerical analysis are prescribed independently. For soil-structure numerical analyses, γ′ is usually dictated by the prescribed loading, whereas φ′ and the angleof dilation, ψ, are speci�ed as independent parameters in the constitutive model. In one respect, this ishighly convenient since Eq. 2.6.1 suggests that the same values of D and γ′ can be used in all analyses,without loss of generality. However, the freedom to choose arbitrary pairings of φ′ and ψ means that, in



Chapter 2: Background 37order for a numerical analysis to be representative of a real soil, it is necessary for their values to matchthose evident experimentally (i.e. in a numerical context, ψ should be included as an argument of thedimensionless function in Eq. 2.6.1, as well as φ′).An appropriate choice of value for ψ, for a given value of φ′, can be deduced from Bolton's [43] planestrain strength-dilatancy correlation, which is given as:
φ′ = φ′cs + 0.8ψ (2.6.3)where φ′cs is the e�ective critical state internal angle of friction, which is a material speci�c constant,typically bounded between 30◦ and 37◦ [43]. However, as will be discussed in Chapter 3, it is oftenconvenient to choose pairings of φ′ and ψ which di�er from those which are applicable to a real sand.In particular, the assignment of an associated �ow rule in a continuum context (for which ψ = φ′) turnsout to have certain theoretical and computational advantages. Nevertheless, selecting values for φ′ and

ψ which do not satisfy Eq. 2.6.3 for a realistic value of φ′cs implies that the relative density (hence, thetendency for dilation) which is modelled numerically is not representative of that observed experimentallyfor the same φ′.Extension to planar translationThe above discussion has focused solely on the response to vertical loading. For the more general caseof planar translation during lateral displacement, two extensions to the dimensionless relation of Eq. 2.6.1are required. Firstly, the in�uence of the horizontal load component, H, needs to be taken into accountby introducing H/γ′D2 (or, alternatively, H/V ) as an additional argument of fA. Indeed, the dimensionlessrelation of H/γ′D2 will be used repeatedly throughout the thesis and, hence, it is convenient to introduce
H̄ as its shorthand. Secondly, for large-amplitude lateral displacement, the bearing capacity a�ordedby the seabed is likely to be a strong function of the seabed surface geometry (for example, the heightor area of a berm). Accordingly, it is envisaged that a series of geometric variables, with dimensions ofeither length or length2, are needed to characterize the seabed surface geometry. These variables can bereadily reduced to dimensionless form by scaling by D or D2, and also included as arguments of fA.2.6.2 Sti�ness on drained sandConcerning sti�ness on drained sand, a common choice of independent variables for purely verticalloading are: the shear modulus � G, Poisson's ratio � ν, the per-unit-length vertical load � V , and thevertical component of elastic displacement, we. The dimensionless relation between these variables is:
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. (2.6.4)If linear elasticity is assumed (as it often is), the form of the dimensionless relationship for the verticalDOF is:
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Chapter 2: Background 38Therefore, under premise of linearity, the vertical elastic load:displacement relationship can be writtenas:
V = k̄V wGwe (2.6.6)where k̄V w is a dimensionless constant for a given sand (i.e. for a given value of ν). Accordingly, asnoted by Muir Wood [46], data derived from a single test, at any scale, on a sand of known Poisson'sratio, is su�cient to de�ne the vertical elastic relationship. Generalising the above expression to the caseof two-dimensions gives the incremental form of the elasticity relationship as:
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 . (2.6.7)where k̄V u, k̄Hw and k̄Hu are further dimensionless elastic constants.With regard to the implementation of a force-resultant model, the di�culty in applying Eq. 2.6.7concerns the choice of value for G. Experimental evidence (e.g. Wroth et al. [49], Coop & Jovicic [50])suggests that, for sand, G is not a constant but, rather, is a function of both the stress and strain levels.To attain an estimate of G which accounts for this behaviour, Wroth et al. [49] proposed the followingempirical correlation:
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)n (2.6.8)where Ḡ is a dimensionless constant, pa is atmospheric pressure and the exponent, n, increases with strainlevel (although, 0.5 is usually taken as a representative value). The dependence of G on σ′v (which, inturn, depends on V and w, cf. Eq. 2.6.2) is an admission that G is not truly an independent parameter,as was initially posited when deducing Eq. 2.6.4. Indeed, it is readily apparent that if the expression for
σ′v given by Eq. 2.6.2 were to be substituted into Eq. 2.6.8, then G would depend on the total verticaldisplacement, w, and hence, also its plastic component, wp. Accordingly, coupled elastic relations wouldarise, which substantially increases the complexity of the numerical implementation of a force-resultantmodel. Therefore, for simplicity, it is commonplace to use an estimate of G for a representative value of
σ′v so as to maintain G as a constant. On introducing the subscript, r, to denote a representative valueof a given quantity, Eq. 2.6.2 can be readily re-written as:
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, (2.6.10)which, in turn, can be substituted into Eq. 2.6.6 to give:
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)(1−n)(

αr +
Vr

βrγ′D2

)n

. (2.6.11)



Chapter 2: Background 39Accordingly, a dimensionless relation for sti�ness, which accounts for the dependence of G on the stressand strain levels is given as:
V

γ′D2
=
(we
D

)( pa
γ′D

)(1−n)

fD

(
Vr
γ′D2

,
wr
D

) (2.6.12)where fD is a further dimensionless function. This equation implies that if two tests were to be car-ried out at di�erent scales, the results would be expected to collapse onto a common, straight line in
V/γ′D2: (we/D) (pa/γ′D)(1−n) space, providing similarity of the groups Vr/γ′D2 and wr/D is maintained. Sta-ted equivalently, this implies that G for the �rst test would be expected to be a factor of √γ′1D1/γ′2D2times larger than G for the second test, where the subscripts, 1 and 2, denote the values of γ′ and D foreach test and n has been taken as 0.5.2.6.3 Strength on undrained clayConcerning strength on undrained clay, common choices for the independent variables are: the per-unit-length vertical load � V , the vertical displacement component � w, the pipe diameter � D, and theundrained shear strength � su, which is assumed here to be spatially constant. The contribution of γ′ tothe vertical load capacity is usually assumed to be very small (relative to that due to su) and, therefore,its in�uence is typically neglected. A dimensionless relation between these variables is:

V

suD
= fE

(w

D

) (2.6.13)where fE is a dimensionless function. This relationship implies that testing on undrained clay can becarried out using just one value for su and, also, one value for D, without loss of generality. For theextension to planar translation, an additional argument of the function, fE, such as H/suD would alsoneed to be included and, like for loading on drained sand, dimensionless groups to characterize the seabedsurface geometry would also need to be included to account for the response following large-amplitudelateral displacement.2.6.4 Sti�ness on undrained clayWith regard to sti�ness on undrained clay, it is commonplace to assume V , we, D and G as inde-pendent variables (it is not necessary to include Poisson's ratio since undrained conditions imply ν = 0.5).A dimensionless relation between these variables is given as:
V

GD
= fF

(we
D

) (2.6.14)where fF is a dimensionless function. Typically, the shear modulus is assumed to be directly proportionalto the undrained shear strength, which implies that the following could also be taken as an appropriatedimensionless relation:
V

suD
= fG

(we
D

)

. (2.6.15)



Chapter 2: Background 40where fG is a further dimensionless function. Under the premise of linearity, this relationship can bewritten as:
V = k̄V wsuwe (2.6.16)where k̄V w is a dimensionless constant and, hence, for the extension to 2-DOF, the incremental form ofthe elasticity relations are given as:




δV

δH



 = su




k̄V w k̄V u

k̄Hw k̄Hu








δwe

δue



 . (2.6.17)The dimensionless relation of Eq. 2.6.15, together with that of Eq. 2.6.13, suggests that the results oftests carried out at di�erent scales should collapse onto a common curve in w/D:V/suD space. However,for completeness, it is worthwhile to comment that Kelly et al. [42] suggest that sti�ness is dependenton the proximity of the current vertical load to the value required to induce bearing capacity failure.Accordingly, they recommend the more restrictive dimensionless relation:
V

suD
= fG

(
we
D
,
Vr
suD

) (2.6.18)where Vr is again used as a representative value of vertical load and fG is a dimensionless function.2.7 Force-resultant plasticity models for on-bottom stability analyses2.7.1 Introduction2-DOF, on-bottom, pipe-soil force-resultant models (such as those proposed by Schotman & Stork[30]) were not originally devised for use in a lateral buckling analysis. Instead, they were developedto predict the pipeline's response to hydrodynamic (wave and current) loading, and impact loading, inshallow water. For this application, the primary objective of pipeline design is to determine whether ornot the pipeline is likely to remain in its as-laid position under a given history of wave and/or currentloading (typically, one that is representative of storm loading conditions) or impact loading (due to �shinggear pull-over). Such an analysis has been widely termed an on-bottom stability analysis (although, it isimportant to stress that the reference to stability in this context is quite distinct from Eulerian stabilityin a buckling context). In an on-bottom stability analysis, if any section of the pipeline is predicted toundergo lateral displacement of more than, say, one diameter, the pipeline is classi�ed as `unstable', andits design is then modi�ed � typically, by increasing its weight. Accordingly, it is not necessary for aforce-resultant model intended for use in an on-bottom stability analysis to predict the restraint a�ordedby the seabed following multiple-diameter, cyclic lateral displacement (unlike one intended for use in alateral buckling assessment).Previous force-resultant models which have been devised for o�shore foundations (such as Martin's[34] model for a spud-can foundation on clay and Cassidy's [36] model for a surface foundation ondrained sand) have typically assumed the size and shape of the yield surface to be uniquely de�ned by



Chapter 2: Background 41the vertical component of plastic displacement, wp (i.e. a unique relationship between χf and wp isassumed). The validity of this assumption depends upon the magnitude of the horizontal componentof plastic displacement, since it dictates the extent to which the seabed remains symmetric � in respectto both strength and surface geometry � about the vertical plane passing through the centre of thefoundation. Such an assumption is justi�able for an o�shore foundation since it typically undergoeshorizontal displacements that are a small proportion of its characteristic length. Likewise, this assumptionis also reasonable for on-bottom stability analyses, since the magnitude of horizontal displacement whichis of interest to such an analysis is typically less than one diameter. By contrast, a force-resultantmodel devised for use in a lateral buckling analysis is required to predict the load:displacement responsefollowing several diameters of lateral displacement. Following horizontal displacement of this magnitude,the formation of an asymmetric seabed surface will inevitably lead to asymmetry in the yield surface about
V axis, that is, hardening due to the plastic component of horizontal displacement, up. Accordingly, theassumption of a unique relationship between χf and wp is expected to be inappropriate. Nevertheless, areview of the models of Zhang et al. [38] and Hodder & Cassidy [41] is insightful because: (i) a predictionof the onset of lateral displacement must also be made by a model devised for applications to large-amplitude, cyclic, lateral displacement, (ii) it provides an opportunity to introduce the structure andoperation of a 2-DOF force-resultant plasticity model (without engaging in the complexities relating tothe response following large lateral displacement) and (iii) plasticity theory is a unifying framework whichallows similarities and di�erences between models to be deduced (even those not originally cast withinthe theory), and also aids the explanation of trends in experimental/numerical data.2.7.2 Zhang et al.'s modelModel components1. The yield function of Zhang et al.'s [39], fz′ , is given as:

fz′ =
H

µV0
−
(
V

V0
− ζ
)(

1− V

V0

) for H > 0 (2.7.1)where V0 and µ are hardening parameters, and ζ = Vt/V0 is a constant. The yield surface, fz′ = 0,is a parabola in V :H space with roots at V = Vt and V = V0. This choice of yield function can begeneralised to both positive and negative H in the manner proposed by Martin [34] according to:
fz′′ =

(
H

µV0

)2

−
(
V

V0
− ζ
)2(

1− V

V0

)2

. (2.7.2)The physical interpretations of V0 and Vt are then, respectively, the maximum and minimum V towhich the pipe can be subjected, for the current plastic displacement. The peak horizontal load, H0,occurs at V = 1/2 (V0 + Vt) and is given as:
H0 =

µV0

4
(1− ζ)2 . (2.7.3)
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fz′′ =
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H
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)

− β2

(
V

V0
− ζ
)2(

1− V

V0

)2

, (2.7.4)where:
β =

4

(1− ζ)2
. (2.7.5)Hence, the yield surface, fz′′ = 0, can be plotted in V/V0:H/H0 space, for all wp, as shown in Fig. 2.15(taking ζ = −0.06, as recommended in Zhang's thesis [37]).2. Elastic relations.3 The o�-diagonal terms in the matrix in Eq. 2.6.17, kV u and kHw, are takenas zero while the leading diagonal terms, kV w and kHu, are assumed to be constant and of equalmagnitude. An absolute value of kV w = kHu is speci�ed as 8000kPa and, accordingly, this sets thephysical dimensions of the model; as such, the model is not cast in terms of dimensionless quantities(and, hence, loses some generality).3. Hardening laws. An approximately linear relationship was observed between V and w in the verticalloading tests carried out by Zhang [37] such that the following relation was assumed to �t the virgin,vertical loading curve:

V = k̄pw (2.7.6)where k̄p is the per-unit-length vertical plastic sti�ness. On using the vertical elastic-plastic decom-position law (Eq 2.5.1), and the vertical elasticity relation, V = kV wwe, to eliminate w, the followingrelation is obtained:
V =

(
kV w

kV w/k̄p − 1

)

wp. (2.7.7)The value of V to attain a particular value of vertical plastic penetration, wp, is the hardeningparameter, V0. Hence, the model's hardening relation is obtained by replacing V by V0 in the above3Zhang [37] also developed a two surface plasticity model to predict the transition from elastic to elastic-plastic behaviour with greater realism, but further elaboration on this model is not appropriate here since theprimary focus of the thesis is the response over large lateral displacement (while the pipe is undergoing plasticdisplacement).
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Fig. 2.16: Plots showing the evolution of the yield surface and the hardening laws for Zhang et al.'s [39] model.equation. The extent of the yield surface parallel to the H axis is dependent on µ which is de�nedas a separate, but also (incrementally) linear function of wp, as originally proposed by Montrasio &Nova [51]:
µ = µ0 + ρ

(wp
D

)

, (2.7.8)where ρ and µ0 are two further constants. Accordingly the parameters V0 and µ (or, alternatively,
V0 and H0) are the hardening parameters of this model and the constituents of the vector, χf . Theevolution of the yield surface with wp is shown in Fig. 2.16a. The values assumed for the constants, ζ,
ρ, µ0, kV w and k̄p which are listed on the �gure are those recommended by Zhang [37]. Fig. 2.16b showsthe dependence of H0 on wp while Fig. 2.16c shows the dependence of V0 on wp/D. An approximatelylinear relationship between H0 and wp exists, implying that V0 predominately controls the size andshape of the yield surface (like the o�shore foundation models proposed by Martin [34] and Cassidy[36]).4. Flow rule. The plastic potential is given as:

g =
H

h′0V0
−
(
V

V0
− ζ
)m(

1− V

V0

)

− C for H > 0, (2.7.9)where h′0 and µ are constants (the constituents of the vector, χg for this model) and C is a dummyvariable. Fig. 2.17a is a plot of the H > 0 portion of the yield surface, in dimensionless V/V0:H/V0space, for wp/D = 0.3 (although, Fig. 2.16a shows that the yield surface grows in an approximatelyself-similar manner such that the yield surface for arbitrary wp, in this space, will not di�er greatlyfrom the wp/D = 0.3 case). g = 0 contours are superimposed on this plot, identifying three �ow
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(b) Variation of α with position on yield surface.Fig. 2.17: Flow rule proposed by Zhang et al. [39], for wp/D=0.3.vectors. For comparative interest, the associated �ow vectors for each of these three yield points areshown. Fig. 2.17b is a plot of α (as de�ned in Fig. 2.12, page 31) against V/V0. Importantly, at theapex of the yield surface (i.e. at V/V0 = 1, H = 0), there is no unique value for α, which implies thatyield can occur along a multitude of di�erent plastic displacement directions � not just pure verticalpenetration.DiscussionUnder the premise that Zhang et al.'s model provides a close re�ection of reality (which is reasonableowing to the agreement between experimentally derived data and the retrospective simulations of themodel presented by Zhang [37]), the following conclusions can be drawn.1. The prediction of penetration or uplift is dependent on V0/V . For wp/D = 0.3, uplift is predictedfor V0/V < 9.804 while penetration is predicted for V0/V > 9.804. Following pipe-lay, the maximumvertical load that the pipe has experienced, in the nomenclature of this model, is V0 and, hence,
V0/V can be identi�ed as the over-loading ratio, R. Therefore, this model suggests that the over-loading ratio dictates whether the penetration or uplift will occur. Analogous �ndings are reportedin the force-resultant plasticity models applicable to o�shore foundations (see, for example, Martin



Chapter 2: Background 45[34], Gottardi et al. [35], Cassidy [36]). It is noteworthy that R ful�ls an entirely analogous role ofthe over-consolidation ratio in continuum constitutive models.2. An associated �ow rule overpredicts the magnitude of uplift predicted at high V0/V and underpredictsthe penetration expected at low V0/V . This highlights the well known �nding that a non-associated�ow rule is required to predict the ratio of plastic displacement components for a foundation or pipeelement on sand.Sample simulationAn algorithm was written to determine the evolution of H and w, for prescribed histories of V and
u, in accordance with Zhang's model. In Fig. 2.18a, the results of an example simulation obtained usingthis algorithm are presented (assuming the values for the model parameters listed in Fig. 2.16). For thecase shown, the input to the algorithm can be segregated into three steps: (1) vertical penetration to adepth of 0.2m (0→A), (2) vertical uplift (A→B) to reduce the vertical load to one quarter of its peakvalue (such that R = V0/V = 4), and (3) monotonic increase of u, with V held constant (B→C→D). Theload path for the initial portion of the lateral displacement step, B→C, is seen to lie within the instanceof the yield surface formed from the initial vertical penetration, 0→A. Hence, only elastic displacementsare predicted over this portion of the test and, due to the high elastic sti�ness, these are of negligiblemagnitude. The �ow vector at the onset of yield (C) has a component parallel to the positive V axis,which implies that penetration is predicted and, accordingly, over C→D, the yield surface is seen to grow.At point D, the �ow vector is parallel to the H axis and, therefore, no further growth in the yield surfaceis predicted. Further lateral displacement is then accompanied by no further change in the loads. In theterminology coined by Tan [32], the `parallel point' has been reached (which is the force-resultant analogof the attainment of a critical state in a Cam-clay type continuum constitutive model).For completeness, the above simulation was extended to consider the response to cyclic loadingbetween displacement limits of u = 0 and u = 4m (while maintaining the same constant V ). PathD→E in Fig. 2.18b corresponds to the initial reduction in u which, owing to the assignment of a highvalue for kHu, corresponds to a substantial reduction in H (such that the load point reaches the yieldsurface in the positive V , negative H quadrant of the V :H plane). The symmetry of the yield surfaceabout H = 0 means that point D is also a parallel point and, accordingly, lateral displacement continueswithout any further change in load. Therefore, although the model is of the strain hardening plasticitytype, when subjected to large-amplitude, lateral displacement cycles, it gives hysteresis cycles in u:Hspace (D→E→F→G) which are similar to those expected of a perfectly plastic model (and, hence, areinappropriate to a lateral buckling analysis). This response arises because the hardening laws have nodependence on up.
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Chapter 2: Background 47Tian & Cassidy's extensionMore recently, Tian & Cassidy [53] report an attempt to generalise Zhang et al.'s model to accountfor the propensity for hardening/softening due to plastic horizontal displacement, up. This generalisationis made by augmenting Eq. 2.7.6 (a constituent of Zhang et al.'s hardening law) to allow V0 to dependon both up and wp according to:
V0 = k̄p

(

−wp,z +
√

w2
p,z + w∗

p
2
) (2.7.10)where:

w∗
p = wp + kz |up| , (2.7.11)and wp,z is the value of wp when the slope of the virgin penetration curve takes a value of k̄p/

√
2. In allother respects, the model is the same as that described above i.e. it still assumes isotropic hardeningand, thus, predicts a yield surface which remains symmetric about the V axis for all wp and up. Whileany attempt to move away from models with hardening laws which depend solely on wp is an advance,this augmentation is thought to be overly simplistic to allow for realistic load:displacement predictions,especially when applied to cases involving multiple diameter, cyclic lateral loading (i.e. for lateralbuckling analyses).2.7.3 Hodder & Cassidy's modelHodder & Cassidy's [41] model was calibrated against a series of centrifuge tests on undrained clay.Therefore, it is of interest to contrast its components with those of Zhang et al.'s model to assess thein�uence of soil type (undrained clay as opposed to drained carbonate sand) on the load:displacementresponse of an on-bottom pipe element.Model components1. The yield function assumed by Hodder & Cassidy is given as:

f =

(
H

µV0

)2

− β2
12

(
V

V0
− ζ
)2β1

(

1− V

V0

)2β2 (2.7.12)where β1 and β2 are constants and:
β12 =

(β1 + β2)
β1+β2

ββ1
1 ββ2

2 (1− ζ)β1+β2
. (2.7.13)If β1 = β2 = 1, this choice for the yield function is the same as that used by Zhang et al., as given byEq. 2.7.4. The parameters β1 and β2 ful�l two roles: the �rst to shift the yield surface's vertical axisof symmetry from V = V0/2 to V = β2V0/(β1+β2), and the second to round the extremities of the yieldsurface at V = Vt and V = V0 (this is advantageous to the numerical implementation of the modelsince the derivatives of f with respect to V and H are then de�ned for all V and H). This approachwas originally proposed by Martin [34] in his model for spud-can foundations on undrained clay (and,
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0.6Fig. 2.19: Plot showing the evolution of the yield surface and hardening laws for Hodder & Cassidy's [41] model.later, also used by Cassidy [54]). Indeed, the yield function assumed in Martin's spud-can foundationmodel is the same as Eq. 2.7.12 if ζ is taken as zero.2. Elasticity. This model is formulated in terms of dimensionless parameters and, hence, Eq. 2.6.17 isused for the elasticity relations. The recommended values for k̄V w and k̄Hu are, respectively, 200 and185. Like Zhang et al.'s model, the o�-diagonal terms in the sti�ness matrix are taken as zero.3. Hardening laws. The hardening laws of Hodder & Cassidy's model are very similar to those ofZhang et al.'s model. wp is again assumed to de�ne the size of the yield surface, however, threeseparate relationships are used to specify the dependence of V0, H0 and Vt (hence, ζ) on wp. Forbrevity, the form of these relationships is not repeated here but, instead, a plot of the evolution ofthe yield surface with wp is shown in Fig. 2.19.4. Flow rule. A non-associated �ow rule was again assumed, with plastic potential given as:
g =

H

h0V ′
0

− β34

(
V

V ′
0

− ζ
)β3

(

1− V

V ′
0

)β4

, (2.7.14)where β3 and β4 are two further constants and β34 is found by replacing all β1 and β2 terms inEq. 2.7.13 by β3 and β4 respectively. V ′
0 is a dummy variable, whose value is chosen to give g = 0 forthe current (V,H) load point. A comparison between Eqs 2.7.9 and 2.7.14 reveals that the plasticpotential for this model is very similar to that of Zhang et al.'s model.Fig. 2.20 shows the variation of α over the yield surface for wp/D = 0.3 (and, thus, is the analogousplot to Fig. 2.17b for this model). Also shown in Fig. 2.20 is the prediction of α if an associated�ow rule is assumed. This plot identi�es that the discrepancy between the predictions obtainedfrom associated and non-associated �ow rules is not critical. Similar �ndings have been reported for
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Fig. 2.20: Variation of α with position on yield surface for Hodder & Cassidy's [41] model, for wp/D = 0.3.investigations into o�shore foundations on undrained clay; for example, Martin [34] found a �ow ruledeviating only slightly from associated �ow was su�cient to obtain agreement with experimentallyderived data. Fig. 2.20 identi�es that for wp/D = 0.3, R = V0/V > 3.13, uplift is predicted, while for
R = V0/V < 3.13, penetration is predicted.DiscussionThe models proposed by Zhang et al. and Hodder & Cassidy are, in general, very similar. The onlysubstantive di�erence concerns the choice of values for the parameters specifying the �ow rule. Non-association is far more prominent for drained sand than undrained clay and, hence, the values for theparameters specifying the �ow rule for a model applicable to drained sand are more critical. A similaritybetween two models is that the prediction of uplift or penetration is dependent solely on the overloadingratio, R. However, there appears to be some disagreement in the literature on this topic since, morerecently, Bruton et al. [55], Bruton & Carr [56] and Randolph & White [57] attest that a `heavy' pipe(de�ned by Bruton et al. [55] as one with V/suD >v 2.5) experiences penetration whereas a `light' pipe(de�ned by Bruton et al. [55] as one with V/suD <v 1.5) experiences uplift. There is a substantial body ofexperimental data (cf. Martin [34], Gottardi et al. [35], Cassidy [54], Byrne [58]) to show that R dictatesthe direction of plastic displacement of a foundation (on both undrained clay and drained sand). However,in foundation model testing, the horizontal displacement amplitudes are typically small fractions of thefoundation's characteristic length (indeed, the tests carried out by Zhang et al. and Hodder & Cassidyalso did not involve horizontal movement of multiple diameter amplitude). Accordingly, it is plausiblethat the in�uence of the group, V/suD, on the tendency for upward or downward movement becomessigni�cant only once lateral displacement of more than, say, 1D has taken place. If so, this response isunsurprising since the stress �eld accompanying penetration is expected to have a �nite extent, such thata soil element located at a point su�ciently remote from the embedment site is likely to be una�ectedby the prior history of vertical loading during penetration. For the formulation a force-resultant model



Chapter 2: Background 50devised for pipes undergoing multiple-diameter lateral displacement on undrained clay, it would appearlikely therefore that is necessary to account for the in�uence of both R and V/suD in an appropriate way.2.7.4 SummaryForce-resultant plasticity models applicable to on-bottom stability analyses are similar to those deve-loped previously for applications to o�shore foundations. The development of models of this type is nowvery much a mature research topic and several independent investigations have shown that these modelscan accurately replicate experimentally derived load:displacement paths. Importantly, these models arecapable of predicting the in�uence of prior vertical loading on the lateral response, unlike the 1-DOFmodels used by industry. A force-resultant model applicable to a lateral buckling analysis requires theextension of those models used in on-bottom stability analyses to account for the in�uence of large-amplitude, cyclic lateral displacement. Speci�cally, a set of hardening laws are required to allow the sizeand shape of the yield surface to depend, in an appropriate way, on both wp and up.2.8 SAFEBUCK JIP2.8.1 BackgroundA Joint Industry Project (JIP) entitled SAFEBUCK was conceived in 2004 with the aim of devisingguidelines to aid the design of on-bottom pipelines such that they buckle laterally in a controlled manner(cf. the discussion on lateral buckling management in §1.1.5). Whilst the work in SAFEBUCK hasprimarily focused on undrained clay, which contrasts with the work in this thesis on drained sand, theresults provide valuable, qualitative insight into on-bottom soil-structure interaction. The SAFEBUCKproject has, thus far, been carried out in three phases.
• The Phase I research was primarily carried out at the University of Cambridge, much of which ispublished in Cheuk's thesis [59] and the subsequent papers of Bruton et al. [6] and Cheuk et al.[60]. The focus of the Phase I work was plane strain physical testing on clay at both full-scale andin a centrifuge. Based on the data generated from these tests, a force-resultant model applicable tolarge-amplitude lateral displacement was later proposed by White & Cheuk [61].
• Part of the Phase II research was again carried out at the University of Cambridge (primarily focusingon the axial load:displacement relationship), but this was also teamed with centrifuge testing carriedout at the University of Western Australia. This phase also involved the development of the �rst 2-DOFmodel applicable to large-amplitude, lateral displacement on undrained clay. This model, developedby Martin [62] at the University of Oxford, was successfully implemented into a FE analysis of thetype currently used by industry. The full outcomes of the Phase II work have not yet been releasedinto the public domain, and so only a broad overview is presented here.
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• The Phase III research is ongoing and, accordingly, its �ndings are not reported here. The scope ofthe Phase III work involved further centrifuge testing (again, at the University of Western Australia)as well as more rigorous development of a 2-DOF force-resultant model at the University of Oxford.2.8.2 Plane strain experimentsFig. 2.21 contains two plots which are duplicated from Cheuk et al. [60] and show the results of atypical test carried out as part of their plane strain testing programme. The upper plot is a recordof the horizontal load:displacement (u/D:H) response, while the lower plot shows the recorded pipetrajectory in u/D:w/D space. This test was carried out using a 0.283m diameter pipe and consisted of four,successive stages: (1) vertical penetration to a depth of approximately 0.081D, (2) lateral displacementto u = 7.5D (labelled as sweep 1 on the plots), (3) cyclic lateral displacement, in which the pipewas moved back-and-forth between horizontal displacement limits of 3D and 7.5D (sweeps 2 � 12),and (4) a �nal lateral displacement cycle of larger amplitude, in which the pipe was moved outward to
u = 10D (sweep 13) and then returned to the site of initial vertical penetration (sweep 14). During lateraldisplacement, the vertical load was intended to remain constant although, due to various inadequacies inthe experimental set-up, Cheuk et al. [60] acknowledge that some variation in the vertical load level waslikely. Unfortunately, however, since the vertical load was not recorded, its precise variation is unknown.For this reason � together with the fact that the sample preparation gave rise to a rather unusual, highlynon-linear variation of strength with depth � the generality of the �ndings of the testing programme issomewhat limited. Nevertheless, the following commentary on the broad, qualitative pattern of behaviouris insightful.
• Sweep 1: The u/D:H plot suggests that a critical horizontal load must be reached in order to initiatelateral displacement. However, once lateral displacement is underway, the horizontal load is then seento reduce; over a→b, the drop in the horizontal load is, perhaps, due to suction release, whereas fromb→c, the drop is likely to relate to the gain in the pipe's elevation (and, hence the reduction in passiveresistance). Over the remainder of the �rst sweep, the horizontal load is seen to increase gradually,which is likely to be due to berm accretion.
• Sweeps 2-12: For these sweeps, the horizontal load:displacement path is seen to plot along a well-de�nedhysteresis loop. H increased during rightward sweeps, while its absolute value decreased (marginally)during leftward ones. It is noticeable that the absolute value of H increased more substantially towardsthe end of each sweep, and this is likely to be due to the greater passive resistance encountered onencroaching the berms formed at the cycle's lateral displacement extremities. Following each change inthe direction of lateral displacement, the pipe's trajectory is characterized by a substantial increase inpenetration (although, in part, this might be an arti�ce of the procedure which was used to disconnectand, subsequently, reconnect the loading rig's connecting arm in order to reverse its direction of travel
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Fig. 2.21: Test data of cyclic, multiple pipe diameter lateral displacement, from Cheuk et al. [60].� see Cheuk [59] for further details). Once lateral displacement was underway, the trajectory of thepipe remained approximately horizontal.
• Sweep 13-14: On extending the magnitude of lateral displacement beyond that of the previous cycles,
H increased markedly. Undoubtedly, this response was due to the necessity to plough through thesubstantial berms formed at the lateral displacement extremities.The experiments carried out for SAFEBUCK indicate that the applied (V,H) loading dictates the pipe'sinitial trajectory which, in turn, dictates the evolution of the seabed surface pro�le. However, a feedbackmechanism exists in the sense that the evolution of the seabed surface pro�le has a strong bearing onthe current (V,H) load capacity which, in turn, in�uences the subsequent pipe trajectory (in particular,the tendency to plough through or rise up over berms, and the corresponding variation in lateral re-sistance). In particular, the experimental results suggest that the interdependence between the verticaland lateral DOFs is su�ciently strong that the concept of `berm resistance' as a unique parameter (thatis, one de-coupled from the vertical plastic displacement) is probably not appropriate. An important�nding to emerge from the SAFEBUCK investigation is that the pipe's trajectory over the �rst lateraldisplacement cycle appears to play an in�uential role in dictating the evolution of the seabed surfacefollowing subsequent cycles. Accordingly, accounting for the in�uence of R in the �rst cycle is importantto attain a realistic prediction of the evolution of the seabed surface and, hence, a realistic prediction ofthe load:displacement response.



Chapter 2: Background 53In summary, the results generated from the SAFEBUCK experimental work suggest that a model topredict the load:displacement response of an on-bottom pipe should be framed within plasticity theory(or a variant thereof) since:i. a rational prediction of the load:displacement response can only be made if the response in thevertical DOF is related to the response in the lateral DOF, andii. a set of internal variables are required to keep a record of the history of prior movements whichin�uence the seabed surface pro�le and, hence, its (V,H) load capacity.However, it is clear that the hardening laws are required to be signi�cantly more complex than those ofthe models reviewed in §2.7.2. Speci�cally, they must be capable of capturing the in�uence of the priorhistory of displacements which have brought the pipe to its current position.2.8.3 Force-resultant model developmentIn Bruton et al.'s [6] discussion on the Phase I experimental �ndings, it is deemed to be convenientto separate the large-amplitude, lateral load:displacement response into three regimes: (i) embedment,(ii) break-out, and (iii) residual resistance. The embedment regime concerns penetration under purelyvertical loading, the break-out regime concerns the initiation of lateral displacement following penetra-tion (the path labelled 0→a on the plot in Fig. 2.21), and the residual resistance regime concerns theresponse following large-amplitude, lateral displacement (i.e. the response over the �rst sweep, as label-led on the plots in Fig. 2.21). For each of these three regimes, Bruton et al. [6] proposed a relation topredict the loading to which a pipe element must be subjected to initiate either vertical penetration orlateral displacement. In the terminology of force-resultant plasticity theory, these relations identify thecombinations of V and H to which the pipe must be subjected to cause yield. White & Cheuk [61] laterproposed a further series of relations for a fourth (iv) regime to account for the change in the horizontalload capacity due to the merger of existing berm with one that had formed as a consequence of priorlateral displacement. In this section, each of these relations will be discussed, and interpreted in thecontext of force-resultant plasticity theory.Regime (i): EmbedmentFor the embedment regime, the following relation is proposed to predict the vertical load, V , toobtain a given vertical penetration, w:
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Chapter 2: Background 54Regime (ii): Break-outFor the breakout regime, the following relation is proposed to predict the combination of V and Hto which the pipe must be subjected to initiate lateral displacement:
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γ′D/su and, again, the elastic component of w has been assumed here to benegligible. The ± sign is supplemented here (i.e. it is not present in the original presentation of thework) under the premise that the seabed is initially symmetric with regard to both surface geometryand strength about the vertical plane passing through the pipe centre. Substitution of Eq. 2.8.2 into Eq.2.8.3 gives:

(
H

suD

)

= ±
(

k2

(
V

suD

)

+
k3

k1

(
V0

suD

)2
)

, (2.8.4)which is an incrementally linear (i.e. a Coulomb friction-like) relationship between V/suD and H/suD.This relationship is plotted schematically for various V0/suD in Fig. 2.22a. The threshold for verticaldisplacement (as predicted by Eq. 2.8.2) is also shown, again for various V0/suD. The surface formed bythe intersection of these lines, for the same wp/D (and, hence, the same V0/suD), is the instance of theyield surface implied in Bruton et al.'s paper [6] following penetration.Regime (iii): Residual resistanceFor lateral displacement within the residual resistance regime, Bruton et al. [6] proposed the followinglinear relationship between V/suD and H/suD:
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, (2.8.5)where:
k4 = 1− 0.65 (1− exp (su/2γ′D)) . (2.8.6)The ± sign in Eq. 2.8.5 has also been supplemented here, although, it is acknowledged that the validity ofits inclusion is dependent upon the magnitude of lateral displacement which occurs between the breakoutand residual regimes. It is possible that this distance could be su�ciently large that the seabed no longerretains symmetry about the vertical plane passing through the pipe centre (with regard to both surfacegeometry and strength), such that the response to positive and negative H di�er.A plot of the relationship between V/suD and H/suD given by Eq. 2.8.5 is shown in Fig. 2.22b. Thislinear load path could be interpreted as a portion of yield surface for lateral displacement within theresidual regime. However, since no term in Eq. 2.8.5 depends on a plastic displacement component, amore rational interpretation is that it is a line in V/suD:H/suD load space which passes through the familyof yield surfaces for various wp. For example, the predictions of this model could be uni�ed, to someextent, with those of Hodder & Cassidy [41] if this line is interpreted as a linear approximation to thecurve passing through the parallel points on the family of yield surfaces for various wp (i.e. the circular
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(a) Regimes: (i) embedment and (ii) break-out.

(b) Regime: (iii) residual resistance.
(c) Regime: (iv) Hardening due to berm merger.Fig. 2.22: Instances of the yield surface, in V/suD:H/suD space, for the various regimes of pipe movementconsidered by White & Cheuk [61].markers on the plot in Fig. 2.19A). Under this premise, this line ful�ls an analogous role to the criticalstate line, q = Mp′, in the Cam-clay continuum constitutive model.A comparison between Figs 2.22a and 2.22b identi�es that, over the transition from the breakout toresidual regimes, there is a critical value for V/V0, given by:
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, (2.8.7)above which hardening (increase in H with an increase in u) is predicted, and below which softening(decrease inH with an increase in u) is predicted. Eq. 2.8.7 identi�es that this critical V/V0 value increaseslinearly with V0 (and, hence, via Eq. 2.8.2, increases with the square root of wp). The identi�cation of acritical R = V0/V segregating softening from hardening (in the sense of the u:H response) is a similaritybetween this model and those cast within plasticity theory, such as those discussed in �2.7.2.
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Fig. 2.23: Hardening law framework for regime (iv) of the model proposed by White & Cheuk [61].

Fig. 2.24: De�nitions of the ploughing depth, t, and berm area, Aberm, during lateral displacement, as used inthe model proposed by White & Cheuk [61].Regime (iv): Hardening due to berm mergerA relation to predict the evolution of the horizontal load capacity due to the interaction with a bermis not explicitly stated by Bruton et al. [6]. However, it is implied that the in�uence of the berm couldbe modelled by an equation of the form:
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, (2.8.8)where ∆ is a pre�x to denote the change in H, relative to its value predicted by Eq. 2.8.5 (for a given V );
U is a function of the dimensionless groups up/D and V/suD. In the context of plasticity theory, Eq. 2.8.8is a hardening law and, as discussed by White & Cheuk [61], this hardening law is proposed to consistof three stages, which are shown schematically in Fig. 2.23.1. The �rst stage is the empirical power law correlation:
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)k6 (2.8.9)to predict the ploughing depth, t (that is, the height of the free surface ahead of the pipe, relative tothe pipe invert � see Fig. 2.24) from the group, V/suD. k5 and k6 are constants, recommended to takevalues of 0.015 and 2.3, respectively. The premise underlying this correlation is that a `heavy' pipe(that is, one with high V/suD) will undergo penetration during lateral displacement while a `light' pipe(that is, one with low V/suD) will undergo uplift, such that, the `heavier' the pipe, the higher t.2. The second stage is the update in the berm area:
Aberm ← Aberm + ∆Aberm (2.8.10)where, as labelled in the �gure, ∆Aberm is approximated as t∆u (an estimate to the area of soildisplaced by the movement of the pipe through the berm).3. The third stage is the calculation of ∆H/suD from Aberm according to the following empirical powerlaw relation:
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Chapter 2: Background 57Values for k7 and k8 are recommended as 1.0 and 0.5 respectively.Since ∆H/suD depends on V/suD, the yield surface in V/suD:H/suD space, over V/suD < k1 (w/D), ceasesto be linear, as indicated in Fig. 2.22c. Hence, in the berm accretion phase, the relationship between
∆H/suD and V/suD deviates from that of Coulomb friction.DiscussionThis model represents an advance on those currently used by industry. In particular, it is noteworthythat the tendency for softening or hardening at breakout (in respect to the u:H relationship) is dependenton R = V0/V (even though the vertical displacement, w, is not accounted for explicitly). However, thereare limitations to this model.1. The shape of the instance of the yield surface following vertical penetration di�ers considerably fromthat obtained by meticulous calibration against experimentally-derived data (compare the shapes ofthe yield surfaces in V/suD:H/suD space in Figs 2.19 and 2.22a). If the vertical load was not to changesubstantially during lateral movements, then it could be argued that the exact shape of the yieldlocus is not critical. However, for certain loading scenarios, it is likely that some sections of pipe willpenetrate whilst others undergo uplift. Accordingly, vertical load variations are then likely, and needto be accounted for approriately.2. If the model were to be generalised to account explicitly for the in�uence of vertical penetration,then a non-associated �ow rule would be required � otherwise uplift would always accompany lateraldisplacement (see Fig. 2.22a). This is in contradiction to the widely-known �nding that an associated�ow rule, or a very close approximation thereof, is applicable to undrained clay.3. As discussed in �2.7.3, experimental evidence suggests that the direction of vertical plastic displace-ment is in�uenced strongly by the overloading ratio, R, as well as V/suD. Hence, a unique correlationto obtain the berm area, Aberm from V/suD is unlikely to be valid for all u. Furthermore, Aberm is, inall likelihood, more reliably predicted by the displacement trajectory which has brought the pipe toits current position, rather than either V/suD or R.4. The model implies that a unique ∆H exists for a berm of area, Aberm. This is thought to be overlysimplistic since the horizontal load capacity of a berm is likely to be a strong function of the verticalcomponent of plastic displacement i.e. if the pipe passes over the berm, then the horizontal capacitywill be signi�cantly lower than if the pipe undergoes penetration whilst displacing laterally into theberm.Each of the limitations listed above arises because the model is cast in just the lateral DOF. On the onehand, the use of a single DOF model leads to a simplistic and accessible model but, on the other hand,the inherent coupling between the vertical and lateral DOFs will inevitably prevent realistic predictionsand lead to inconsistencies of the type outlined above.



Chapter 2: Background 58Improved force-resultant modelThe force-resultant model, developed for undrained clay, for Phase II of the SAFEBUCK JIP (Martin[62]) explicitly accounts for the evolution of both the vertical and horizontal displacement components,
w and u. This allows the geometry of seabed surface to be predicted on a more rational basis andalso facilitates a more realistic prediction of the lateral restraint (since the in�uence of the directionof plastic displacement � in particular, the tendency for uplift or penetration � can be accounted forappropriately). This model is cast within plasticity theory, and represents the �rst attempt to generalisethe well-established force-resultant plasticity model approach in order to account for the in�uence of theevolution of the seabed surface geometry due to large-amplitude, cyclic lateral displacement.The key novelty of the model is the proposed hardening law (i.e. the relationship used to deduce thehardening parameters, χf , from the plastic displacement components, wp and up). Experimental �ndingssuggest that the current instance of the V :H yield surface depends on the history of plastic displacementwhich has brought the pipe to its current position (rather than simply the current plastic displacement).This implies that path dependent hardening laws are required. To account for this path dependence ina manner that allows for e�cient calibration, the model makes use of the following assumptions. Firstly,the seabed is assumed to deform under constant volume into a pre-de�ned geometry, characterized bytwo scalar parameters. It is then assumed that these scalar parameters (and a constant soil strengthparameter) can be correlated directly to the model's hardening parameters.There is a clear similarity between this hardening law framework and the one assumed by White &Cheuk (Fig. 2.23). Both assume that the cumulative e�ect of the prior history of plastic displacement canbe adequately encapsulated by a characterization of the current, local seabed surface geometry. However,the key di�erence between the two models is that a V :H yield surface is related to current values of thegeometric parameters in Martin's model whereas a H yield point is related to the geometric parametersin White & Cheuk's model. The distinction is a consequence of di�ering number of DOFs in which thetwo models are cast.This model represents a signi�cant advance on those reviewed in the preceding sections. In essence,it inherits the positive traits of both White & Cheuk's model (which accounts for the behaviour overlarge-amplitude, lateral displacement) and the small-amplitude 2-DOF models reviewed in �2.7.2 (whichaccount for the inherent interdependence between the vertical and lateral DOFs).2.9 Other relevant research2.9.1 Large-deformation �nite element (LDFE) analysesAs discussed in �1.2.1, the use of macro-elements within an FE based structural analysis is the mostwidely used method to predict the load:displacement response of an on-bottom pipeline. However, analternative approach is to model the entirety of the three-dimensional problem using the large-deformation
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(a) Plane strain. (b) 3-D.Fig. 2.25: Continuum FE analyses, after Yu & Konuk [16].
Fig. 2.26: Predicted seabed geometry following cyclic, lateral displacement, after Konuk & Yu [63].�nite element (LDFE) method. Analyses of this type are reported by Yu & Konuk [16] (see also Konuk &Yu [63]). In their investigation � which was carried out using the Eulerian Lagrangian explicit FE code,LS-DYNA [64] � both the seabed and the pipeline were modelled as continua, divided into �nite elementsin three dimensional space. A constitutive model assuming a cohesive (c′ > 0), frictional (φ′ > 0), cappedyield criterion was used, together with a fully rough pipe/soil interface. Their investigation was dividedinto two strands. The �rst, as shown in Fig. 2.25a, consisted of the movement a short, rigid pipe sectioninto a seabed or prismatic dimensions held between a pair of rigid boundaries i.e. a plane strain continuumsimulation. The second, as shown in Fig. 2.25b, consisted of the analysis of an axially loaded pipeline inthree-dimensional space.For each plane strain analysis, the pipe was subjected to three lateral displacement cycles of 2.5Damplitude under constant vertical load. The assignment of a greater seabed strength (higher values of

φ′ and c′) was found to give rise to less penetration per lateral displacement cycle. A second, thoughrelated, �nding concerns the shape of the hysteresis loops in u:H space; the assignment of a lower seabedstrength was found to bring about an increase in the peak horizontal load per lateral displacement cycle.This is most likely to be due to the increase in embedment depth � and, hence, passive resistance � witheach cycle.Each three-dimensional analysis commenced with an initially snaked pipeline, lying within the ho-rizontal plane immediately above the seabed surface. Gravity loading was applied to simulate the si-multaneous embedment of the whole pipeline into the seabed. Displacement-controlled, compressive,cyclic loading was then applied to simulate the monotonic increase, and subsequent decrease, of pres-sure/temperature. Only a sample set of analyses were carried out and, hence, no generic �ndings arepresented.



Chapter 2: Background 60The �ndings of this investigation would carry greater weight if the results of validation analyseswere also presented e.g. to con�rm consistency with experimental data or, otherwise, agreement withsolutions formally established to be exact (in the sense that they comply with the bound theoremsof plasticity). Indeed, the realism of Yu & Konuk's simulations are called into question when �guressuch as Fig. 2.26, which show their predicted seabed surfaces, are examined. Fig. 2.26 shows the soil (i)self-supporting itself (which is counter-intuitive, given that a soft clay was modelled in this simulation)and (ii) dilating to such an extent that the pipe is predicted to undergo net upward movement. Inaddition to these spurious predictions, it is also noteworthy that, for the analyses in which the pipelinewas subjected to axial loading, the number of elements in contact with the each pipe cross-section wasvery low (approximately, 20). Since the load:displacement response is likely to be highly sensitive tothe element width in the vicinity of the interface between the pipe and the seabed free surface, it isquestionable whether su�cient resolution was used to attain mesh objectivity. However, the primaryobjection of this type of numerical analysis is its very high computational cost. While run-times arenot quoted in either paper, they are likely to be extremely high due to the large number of degrees offreedom in each analysis. In design practice, it is commonplace to consider a range of pipe-lay geometries,temperature pro�les, histories of pipe-lay loading and, therefore, many tens, if not, hundreds of analysesare typically carried out. Consequently, this method would require substantial computational resourcesto obtain the required data. However, Yu & Konuk state that their approach, though computationallyburdensome, is essential for reliable lateral buckling predictions since the development of a force-resultantmodel capable of accounting for the varied behaviour observed in their plane strain tests (in particular,the path dependence) is unfeasible. Speci�cally, they attest:�a path dependent generalized Coulomb function [i.e. a force-resultant model], can be for-mulated... ...However, to place such a function on a rational basis and to prove that theresulting Winkler model [i.e. FE analysis using 1-D bar elements and the macro-elementapproach] can reasonably approximate the lateral buckling problems are insurmountabletasks.�Here, although it is acknowledged that the development of a force-resultant model capable of accountingfor the evolution of the local seabed geometry is an ambitious task, it is, nevertheless, thought to besurmountable.In discussing the LDFE method, it is also important to comment on Wang et al.'s [65] investi-gation. Wang et al. report numerical analyses using plane strain �nite elements (as opposed to thethree-dimensional, prismatic domain approach used by Yu & Konuk). In their work, a constitutive mo-del assuming Tresca's yield criterion was assumed, together with a strain-softening relation for the yieldload, su. As will be discussed in Chapter 4, the inclusion of strain softening in a continuum setting leadsto ill-posed problems which lack unique solutions (indeed, the localized failure mechanisms depicted in
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Fig. 2.27: Domain of a typical DEM simulation, Utili [67].Wang et al.'s paper suggest that such ill-posedness was evident in their work). Despite this, for the ap-propriate selection of values for the material strength parameters, solutions attained from Wang et al.'snumerical analyses are found to agree reasonably with experimental data. While it is clearly valuableto develop numerical methods to replicate the large-amplitude plane strain movement of a pipe element,the question as to how the results of such analyses can be used to calibrate a force-resultant constitutivemodel remains largely unaddressed. Although the LDFE method is not considered further in the thesis,it is acknowledged that the ability to suspend an analysis mid-way through a lateral displacement cycleand explore the combined (V,H) load capacity for that position could be highly bene�cial with regardto the e�cient calibration of a force-resultant model.2.9.2 Plane strain DEMRecently, at the University of Oxford, research has been carried out to attempt to determine theload:displacement response of a plane strain pipe section using the discrete element method (DEM); seeArnone [66], for example. The DEM is well suited to the analysis of on-bottom soil-pipe interaction onsand since large-amplitude movement of sand grains during lateral displacement is naturally accommo-dated (in contrast to the LDFE method which requires bespoke algorithms to adapt the mesh betweenpseudo time steps and then project the updated solution from a previous time-step onto the updatedmesh). A second advantage of DEM is its ability to accommodate discontinuities (such as shear bands)which are troublesome for any continuum based numerical method. However, the DEM is not yet amature research topic, and su�ers from the substantial draw-back that run-times are, at present, usuallyvery high. Accordingly, the objectives of current investigations have, thus far, been restricted to attemptsto match plane strain simulations to experimentally derived data, without any regard for the formulationof a force-resultant model to be used in a structural analysis of the pipeline as a whole. However, like theLDFE approach, the notion of suspending an analysis mid-way through a lateral displacement cycle toexplore the combined (V,H) load capacity for the current position is an attractive feature of this methodand, accordingly, it holds promise for future investigations.



Chapter 2: Background 622.10 Loading rate for granular saturated materialsIf an on-bottom pipeline undergoes lateral buckling and, hence, snap-through behaviour, it is concei-vable that the lateral displacement rate, at a particular axial position, might be su�ciently high so as toinduce a partially drained response (that is, excess pore pressures might accumulate within the seabedsurrounding the rapidly moving pipeline section). Conversely, for bending, the rate of lateral displace-ment is limited by the rate of heat transfer and, hence, a drained response is more likely (although, sincethe pressure increase is applied very rapidly, it is conceivable that the rate of lateral displacement mightinitially be high enough to prevent the full dissipation of excess pore pressure). Given the propensity forpartial drainage, it is insightful to provide some brief discussion on the expected in�uence of di�erentdrainage conditions on the load:displacement response.Mangal [68] (see also Mangal & Houlsby [69]) report the �ndings of an experimental testing pro-gramme which was undertaken to investigate the in�uence of loading rate on the load:displacementresponse of a shallow foundation. Their test results suggest that an increase in loading rate leads to:(i) an increase in sti�ness, and (ii) an increase in the combined vertical, horizontal and moment loadcapacity a�orded by the seabed (i.e. the yield surface deduced from partially drained tests was found tobe larger than that deduced from the fully drained ones). Concerning the second of these two �ndings,Mangal & Houlsby [69] report that, for tests carried out using a 150mm diameter circular, �at footingand a displacement rate of 0.4mm/s, the size of the yield surface was approximately 12% greater thanthat deduced from their tests carried out under fully drained conditions. Accordingly, the results of thisinvestigation suggest that, although increasing the loading rate leads to an increase in the size of theyield surface, the magnitude of this increase is relatively modest. Accordingly, a force-resultant modelcalibrated from data derived from fully drained tests (e.g. using dry sand) would be expected to replicatethe load:displacement response of a partially drained test to a reasonable degree of accuracy. However,there is an important caveat to this statement. If the excess pore pressures are su�cient to bring aboutliquefaction (such that the seabed loses all load carrying capacity), then the in�uence of loading rate onthe load:displacement response would then be expected to be quite substantial. Whether or not pocketsof lique�ed soil emerge in the �eld is uncertain, but the scope of the work reported here does not extendto include the propensity for liquefaction. Indeed, all of the numerical analyses which are reported inthe thesis make use of quasi-static loading, and all experiments are carried out using dry sand. Accor-dingly, the results are applicable to drained sand but, from the above discussion, are also expected toapproximate the response under partially drained conditions (providing no liquefaction is evident).



Chapter 2: Background 632.11 The proposed force-resultant model2.11.1 Force-resultant plasticityBased on the literature reviewed in the preceding sections, the following were identi�ed as two essentialrequirements of a force-resultant constitutive model for use in a lateral buckling analysis.1. The model was required to account explicitly for the variation of the loads and displacements in boththe vertical and horizontal DOFs (and to account for their interdependence); i.e. the model wasrequired to relate the displacement components, w and u, to the load components, V and H.2. The model was required to account for the path dependence which is inherent to the load:displacementresponse, which is to say, the prediction of the seabed's current (V,H) load capacity was required totake into account the prior history of displacement which had brought the pipe to its current position,and the corresponding evolution of the seabed geometry.The need to account for multi-dimensional loading and to maintain a record of prior behaviour hintedstrongly towards the development of a force-resultant plasticity model. Accordingly, at the outset of theresearch, the development and calibration of such a model � speci�cally, a single yield surface plasticitymodel of the strain-hardening type � was attempted. The remainder of this chapter is devoted to anoutline of the proposed model, focusing upon the hardening laws. Further details are also provided onthe scheme of work which was proposed to calibrate the model.2.11.2 Hardening lawsThe yield function, �ow rule and elasticity relations were envisaged to be similar � conceptually, atleast � to those used in the force-resultant plasticity models reviewed in �2.7.2. On the other hand, inorder to account for the in�uence of the evolving seabed surface geometry, a novel formulation for thehardening laws was sought. A �ow chart depicting the framework of the proposed hardening law is shownin Fig. 2.28, and an explanation of each of its three steps is provided in the following.Step 1Consider Fig. 2.29, the left hand side of which is a schematic representation of a slice parallel to the
x:z plane containing the pipe's cross-section and the seabed surface within the immediate vicinity. Onthe right hand side of this �gure, discrete approximations to the pipe and seabed are shown. The seabedis seen to be divided into N columns, each of width, δs, while the pipe is seen to be divided into Mcolumns, also of width, δs. By storing the height of each seabed column (relative to a given datum) inthe array, S, an approximate record of the seabed surface can be held in a form which is amenable tonumerical implementation. Likewise, by storing the height of the lower surface of each pipe column (also,relative to the given datum) in the array, p, an approximate record of the position of the lower surfaceof the pipe can be held in a similar form to that of the seabed.
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Fig. 2.28: Flow chart depicting the framework of the hardening law for the proposed force-resultant model.The inputs to the �rst step of the hardening law, as indicated on the �ow chart, are the discrete datastructures for the seabed and pipe, S and p, and the increments in the plastic displacement components,

∆wp and ∆up. The current position of the discrete representation of the pipe is set by the current valuesof the plastic displacement components, wp and up. For each call to the hardening law, the entries of
p are �rst updated so as to account for the change in the pipe's plastic displacement. Then, a series ofheuristics � full details of which are provided in Chapter 6 � are used to update the heights of the seabedcolumns (i.e. the entries of S) in response to the movement of the pipe. Accordingly, the �rst step ofhardening law handles the key mapping between plastic displacement and seabed surface geometry.Step 2The input to the second step of the hardening law is the updated seabed surface height array, S,while the outputs are t1 and t2. t1 is the average seabed surface height (relative to the pipe invert) over aspeci�ed length ahead of the pipe (i.e. over x > up) while t2 is the average seabed surface height (again,relative to the pipe invert) behind of the pipe (i.e. over x < up). t1 and t2 are used to characterize theseabed surface geometry in the immediate vicinity of the pipe, and their current values are determinedstraightforwardly from the entries of S.Step 3The �nal step of the hardening law is a look-up table to determine the set of hardening parameters, χf ,from t1, t2 and the strength parameters, φ′ and δ. Accordingly, t1 and t2 can be viewed as intermediaryhardening parameters since they evolve with plastic displacement and are correlated to the size and shapeof the V :H yield surface.The three steps outlined above provide the required mapping between a plastic displacement in-crement and the updated values for the hardening parameters. There are several advantages of thisformulation for the hardening law; in particular, the following are noteworthy.1. The seabed surface is not constrained to deform into a predetermined geometry. Rather, the aboveprocedure to store and update the seabed surface allows for its quite generic evolution. In particular,displacement paths which give rise to: (i) the merger of two or more berms, (ii) arbitrary reversals inthe direction of lateral displacement, and (iii) the disengagement of the pipe from the seabed surfacecan all be handled without the inclusion of specialized procedures.
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Fig. 2.29: Schematic showing discrete approximations to the seabed surface and pipe, as used in the hardeninglaw of the proposed force-resultant model.2. A common set of heuristics are used to update the seabed surface geometry for all up. This is incontrast to the models devised for SAFEBUCK, which segregate lateral displacement into variousregimes (vertical penetration, breakout, residual resistance, berm merger). Accordingly, for the modelproposed here, it is not necessary to devise specialized modeling strategies to handle the transitionbetween two regimes. Furthermore, predictions of small-amplitude, cyclic lateral displacement (whichis expected at the extremities of a buckle) can be handled with equal ease to large-amplitude, cycliclateral displacement (which is expected at the crown of a buckle).3. This hardening law framework is quite generic, and could readily be adapted to account for initiallysloping seabeds, or pipes on undrained clay, for example.However, there are also limitations to be acknowledged.1. In the numerical implementation of a force-resultant plasticity model, solutions for the loads anddisplacements are sought which satisfy the yield function and the �ow rule, to speci�ed tolerances, atthe end of a pseudo time step. For the hardening law framework outlined above, the use of a discretedata structure to record the seabed surface leads to discontinuities in the relationships between thegeometric parameters, t1 and t2, and the plastic displacement increments. The magnitudes of thesediscontinuities will depend on the value chosen for δs. If δs is too large, then the magnitudes of thediscontinuities will be su�ciently high so as to prevent solution convergence to the speci�ed tolerances.Conversely, while a very small value for δs (relative to D) would ensure convergence, it would thenbe necessary to use a very high number of columns (high N), which would substantially increase thecomputational cost associated with the implementation of the model.2. The key premise underpinning the proposed hardening law is that a unique instance of the V :H yieldsurface exists for a seabed characterized by a �nite number of parameters, that de�ne the seabed'ssurface geometry and its (spatially and temporally) constant strength. This assumption neglectsfactors such as the in�uence of the variation in the spatial distribution of relative density (and, hence,strength) arising from large-amplitude, cycle lateral displacement.



Chapter 2: Background 663. A simplistic set of heuristics to predict the evolution of the seabed surface for arbitrary up are unlikelyto be su�ciently generic to enable entirely accurate load:displacement predictions to be made. Inactuality, the mechanisms governing the evolution of the seabed are likely to be highly complex,depending on the stress level, amongst other factors. While it was hoped that a set of heuristics couldbe devised to broadly capture the key aspects of the seabed surface evolution, it is acknowledgedthat, following many cycles of lateral displacement, the discrepancy between the predicted and actualseabed surface geometries may be su�ciently large so as to give rise to substantial di�erences betweenthe predicted and actual load:displacement responses.2.11.3 Model calibrationTo a large extent, the framework of the hardening law, as outlined above, dictated the data to besought from the numerical and experimental work. The primary goal was to determine the instance ofthe V :H yield surface for: (i) a subset of values for t1/D and t2/D (denoted herein, for brevity as, t̄1 and t̄2,respectively) and (ii) either some prescribed material strength parameters in a numerical analysis, or somemeasured strength parameters in an experimental investigation. Indeed, the calibration of the proposedhardening law lends itself to small-strain continuum based numerical methods in which a particularseabed surface geometry can be prescribed (by carrying out a `wished in place' analysis) and spatiallyhomogeneous strength parameters can be assigned. This is not to say that the large-amplitude, cyclicdisplacement of an on-bottom pipe on sand is a small-strain continuum mechanics problem � indeed,it is very much a large-strain one. However, by matching the assumptions inherent to the proposedhardening law to the assumptions underpinning the numerical analyses tasked with calibrating it, themodel's hardening parameter look-up table can be populated in an e�cient and objective manner.For the calibration of a force-resultant model applicable to drained sand, an appropriate continuumconstitutive model for use in numerical analysis is an elastic perfectly plastic one speci�ed by the Mohr-Coulomb yield criterion and �ow rule (for which the material parameters to be speci�ed are the frictionangle, φ′, and the dilation angle, ψ). As discussed in �2.6, values of φ′ and ψ should ideally be chosenso as to satisfy Bolton's strength-dilatancy relation (Eq. 2.6.3) for a value of φ′cs in the range 30◦ to37◦. In Chapter 3, results generated using the highly e�cient �nite element limit analysis code, OxLim� for which the assumption of associated �ow (ψ = φ′) is implicit � are presented. The objective ofthe OxLim analyses was to deduce the instance of the V :H yield surface for a range of values for t̄1,
t̄2, φ′ (= ψ) and δ. Based on these results, the yield function of the proposed force-resultant model wasto be chosen, and a hardening parameter look-up table was to be populated (to enable values for thehardening parameters of the proposed model, χf , to be obtained, via interpolation, for given values of
t̄1, t̄2, φ′ (= ψ) and δ). In Chapter 4, analyses which were carried out using the displacement FE method,as implemented in Abaqus, are presented. The objectives of these analyses were similar to those carried



Chapter 2: Background 67out in OxLim, except that a non-associated �ow rule was to be used (so as to give values for φ′ and ψwhich satisfy Bolton's strength-dilatancy relation for an appropriate value of φ′cs). The Abaqus deriveddata were to be used to augment the OxLim populated hardening parameter look-up table, as required,and to formulate the �ow rule of the proposed model speci�c to the drained sand problem.A key objective of the experimental work (reported in Chapter 5) was to investigate whether theinstance of the V :H yield surface for measured values of t̄1, t̄2, φ′ and ψ is consistent with the datadeduced experimentally. Also, the data was to be used to select values for the entries of the elasticsti�ness matrix. Chapter 6 details the �nal key element of the calibration of the proposed model,namely, the set of heuristics to relate the seabed surface geometry to the plastic displacement increments(the last of the three steps of the proposed hardening law). Speci�cally, details are provided on the seriesof subroutines which were written to carry out the updates to the array, S (as introduced above), for agiven increment in the plastic displacement components.2.12 Concluding commentsIn this chapter, the methods and procedures currently used by industry to carry out lateral bucklinganalyses were reviewed. The inappropriateness of their reliance upon 1-DOF perfectly plastic models wasdiscussed, and the necessity to devise a 2-DOF model � that is, a model which predicts the loads, V andH,from the displacements, w and u � was outlined. Force-resultant plasticity was identi�ed as an appropriateframework in which to devise this model since: (i) it accounts for the interdependence between the loadand displacement components in separate DOFs and (ii) it allows the load:displacement relationshipto depend on the prior history of displacement which has brought the pipe to its current position.Existing force-resultant models applicable to on-bottom stability analyses were reviewed, and the resultsof some simple example analysis cases were discussed. The limitations of these models with regard totheir use in lateral buckling analyses were outlined; speci�cally, the inappropriateness of hardening lawswhich depend only on wp was detailed. A summary of the key �ndings of the research reported by thecontributors to the SAFEBUCK JIP was then provided, including discussion on both the experimentaltesting programmes and the work that has been carried out to develop force-resultant models specializedfor use in lateral buckling analyses. Finally, the framework of the proposed force-resultant model, whichwas devised at the outset of the research reported here, was outlined. The hardening laws are the keynovelty of the proposed model; they account for the path dependency inherent to the prediction of thecombined V :H load capacity a�orded by the seabed. Further details on the scope of work which was tobe carried out to calibrate the model were also provided.



3Finite element limit analyses
3.1 IntroductionThe framework of the proposed force-resultant model was outlined in �2.11. One component of themodel is the yield function, f , which de�nes the (V,H) load combination to induce plastic displacement.This chapter presents the results of an extensive series of �nite element limit analysis (FELA) calculationsusing the program OxLim. The overarching aim of this phase of the research was to generate data toaid the selection of a function for f , and to determine values for the hardening parameters. The chaptercommences with a de�nition of the boundary value problem under consideration, followed by an accountof the underlying theory and operation of OxLim. The results are then presented and discussed beforedetails of the regression analyses which were undertaken to determine values for the hardening parametersare reported.3.2 Problem de�nition, bound theorems and objectivesA pre-embedded, or `wished in place', plane strain section of pipe was considered in the analysesreported in this chapter (see Fig. 3.1). The boundary of the soil region, ABCDEF, consisted of thestraight edges, AB, CD, DE, EF and FA in addition to the circular segment, BC, which was de�ned asthe portion of the soil boundary in contact with the pipe. In accordance with the hardening law of theproposed force-resultant model, the seabed surface was idealized as two horizontal levels. The heightof the seabed surface to the right of the pipe was t1 and its height to the left of the pipe was t2 (bothmeasured relative to the pipe invert). The boundaries DE, EF and FA were fully restrained, while theboundaries AB and CD were treated as free surfaces � that is, boundaries along which no tractions werepermitted. The pipe was modelled as a rigid body, subjected to a per-unit-length load with verticalcomponent, V , and horizontal component, H. The soil bounded within ABCDEF was modelled as acontinuum obeying a constitutive model de�ned by a rigid, perfectly plastic Mohr-Coulomb (MC) yieldcriterion and an associated �ow rule (that is, a constitutive model which is neutrally stable in the sense of
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Fig. 3.1: Schematic showing the problem geometry and boundary conditions.Drucker). As outlined by Houlsby & Puzrin [70], this choice of constitutive model is of great signi�cancesince it leads to the following conclusions.1. A unique yield surface exists in V :H space.2. This yield surface is convex.3. When a set of δwp:δup axes are superimposed on the V :H set, the vectors of in�nitesimal plasticdisplacement plot normal to the yield surface (i.e. if an associated �ow rule is prescribed for thecontinuum constitutive relationship, an associated �ow rule will also be evident in the force-resultantconstitutive relationship).4. A combination of V and H which induces a stress �eld that satis�es equilibrium, the load-controlledboundary conditions and the yield criterion will plot inside, or on, the yield surface. This is the lowerbound (LB) theorem.5. A combination of V andH arising from a work balance based on a kinematically admissible mechanismwill plot outside, or on, the yield surface. This is the upper bound (UB) theorem.The objectives at the outset of this phase of the work were as follows.
• To determine bracketed estimates (i.e. both LB and UB) to a subset of the combinations of V and Hrequired to cause yield over a range of values for the parameters, t̄1, t̄2, φ′ and δ.
• To select a function for f and, hence, the set of hardening parameters (the constituents of χf).
• To carry out regression analyses to determine values for the hardening parameters for each combinationof t̄1, t̄2, φ′ and δ (i.e. to populate the hardening parameter look-up table discussed in �2.11).3.3 Finite element limit analysis (FELA)As noted above, for a structure consisting entirely of a rigid, perfectly plastic material that obeysan associated �ow rule (such as the rigid pipe and idealized seabed shown in Fig. 3.1), there exists aunique load to which it must be subjected to cause collapse. This critical load is synonymously termed



Chapter 3: Finite element limit analyses 70the limit, failure, yield or collapse load. Limit analysis is concerned with determining lower and upperbound estimates to the collapse load.To obtain a valid LB estimate to the collapse load, equilibrium and the yield criterion must be satis�edover the entirety of the solution domain (which in the case of the problem outlined in the precedingsection, is the region enclosed by the boundary, ABCDEF, and the interface, BC). The objective of a LBanalysis is to �nd a stress �eld which maximises the applied loading without violating equilibrium or theyield criterion � that is, to �nd the maximum LB collapse load solution. Clearly, if all admissible stress�elds were to be considered (i.e. those complying with equilibrium and the yield criterion), then at leastone stress �eld would be found for which the collapse load is the exact solution. However, in a numericalimplementation, it is not possible to consider all admissible stress �elds but, rather, by introducing a�nite-dimensional basis, only a subset thereof. FELA is concerned with using �nite elements to generatethis �nite-dimensional subset, upon which a set of constraints are formulated to further restrict thissubset to those stress �elds which comply with equilibrium and the yield criterion. Accordingly, thesearch for the highest LB collapse load is then cast as a �nite-dimensional constrained optimization(maximization) problem amenable to numerical analysis.To obtain a valid UB estimate to the collapse load, the velocity boundary conditions must be satis�edon the solution domain boundary and an associated �ow rule must be enforced throughout the entirety ofthe region within this boundary.1 The UB estimate to the collapse load is then obtained by formulatinga balance between the power supplied by the external loads and the internal power dissipation. Theobjective of an UB analysis is to �nd the velocity �eld which minimizes the external loading � that is,to �nd the minimum UB collapse load estimate. In direct analogy with the LB formulation, to cast theUB analysis in a form amenable to numerical analysis, it is necessary to consider velocity �elds de�nedwithin a �nite-dimensional basis and, then, enforce constraints to ensure compliance with the velocityboundary conditions and an associated �ow rule. As for the LB, this �nite-dimensional basis is readilyintroduced using �nite elements.An important concept in optimization theory is the reformulation of the objective function andconstraints of a maximization problem such that it can be recast as an equivalent minimization problem,that is, a minimization problem which has the same solution as the original (usually termed the primal)maximization problem. This concept is termed duality and applies equally well in reverse (i.e. forcases in which the primal is a minimization problem). In the context of a continuous setting (prior tothe introduction of a �nite-dimensional basis), since the exact limit load is unique, the dual of the UBminimization problem must be the LB maximization problem. This well-known duality can be shown ina more formal sense by either invoking the principle of virtual work � see, for example, Sloan [71], or from1In the context of limit analysis, it is appropriate to refer to velocity �elds/boundary conditions, ratherthan displacement �elds/boundary conditions because, at the onset of collapse, the body will strain inde�nitely(providing no unloading occurs) and, hence, the displacements are indeterminate.



Chapter 3: Finite element limit analyses 71a more mathematical perspective � see, for example, Ciria [72]. In a discrete context, that is, followingthe introduction of a �nite-dimensional basis, although the dual of the UB minimization problem mightnot be identical to the LB maximization problem, they are, nevertheless, very similar to one another(see Makrodimopoulos & Martin [73], Makrodimopoulos [74] for a full discussion on this topic). Hence,the dual of the UB minimization problem has been termed the `static form' of the UB formulation(e.g. Makrodimopoulos & Martin [73]). Accordingly, two very similar maximization problems can beformulated; the �rst to obtain a maximum LB estimate to the collapse load (by formulating the primaloptimization problem arising from the LB theorem) and the second to obtain a minimum UB estimateto the collapse load (by formulating the dual optimization problem arising from the UB theorem). Thedistinction between the two problem formulations is the interpolation space over which a solution issought. In any case, when devising both the LB and UB formulations, it is of paramount importance thatthe interpolation space which is selected is such that the constraints imposed on discrete points withinthe domain are su�cient to ensure compliance of the constraints at any point within that domain.FELA is powerful numerical method since it allows bounds to the limit load to be computed directly,without recourse to time-stepping along the non-linear load:displacement path, as is required in manyother commonly used numerical methods such as the conventional (incremental-iterative) FE method,which is used and discussed in Chapter 4. Accordingly, one of the primary advantages of FELA over othernumerical methods is the e�ciency with which highly accurate limit load estimates can be computed.A further advantage is that the proximity of the bounds gives an inherent measure of the solution errorarising from the prescribed discretisation, thus enabling con�dence to be placed in the validity of theestimate.3.4 Discussion on dilatancyBefore proceeding to a discussion on the operation of OxLim, it is important to assess the applicabilityof the assumption of associated �ow (ψ = φ′) in the constitutive description of sand (as implied by the useof FELA). As discussed in �2.6, the interplay between the strength and dilatancy of sand was discussedby Bolton [43] who proposed the following semi-empirical correlation between the operative internal angleof friction, φ′, and the dilation angle, ψ:
φ′ = φ′cs + 0.8ψ (2.6.3 bis.)where φ′cs is typically bounded in the range: 30◦ to 37◦ [43]. Hence, relative to Bolton's correlation, theassumption of associated �ow over-predicts ψ for a given φ′ (at least, over the realistic range of φ′cs).Therefore, an entirely faithful replication of the constitutive response of sand can not be obtained using



Chapter 3: Finite element limit analyses 72FELA.2 Nevertheless, there are strong reasons for using limit analysis to investigate the combined (V,H)loading of a pipe on a sand seabed.1. Limit analysis provides bounds to the exact yield load for the case of perfect plasticity and associated�ow and, therefore, generates exact benchmarks bounds to enable the validity of solutions obtainedthrough other numerical methods to be assessed (e.g. the incremental-iterative FE method � as usedin Chapter 4).2. As shown by Radenkovi¢ [75], the limit loads computed using an associated �ow rule are guaranteedto be greater than or equal to those obtained using a non-associated �ow rule. Hence, the loci of yieldpoints obtained for the more realistic case of ψ < φ′ are known to plot inside the loci of yield pointsfor ψ = φ′. Accordingly, the yield surface deduced from regression analyses to FELA-derived datacan be viewed as an upper bound to the yield surface for the non-associated case (under the premisethat a unique yield surface exists for the non-associated case).33. Numerical analyses for the more realistic case of ψ < φ′ are complicated by the localization of the strain�eld into narrow shear bands such that the predicted limit load is dependent on the prescribed internalmaterial length scale which, in a FE setting, is the element width (unless a method of regularizationis used; a topic elaborated upon in Chapter 4). For an associated case, the limit load is unique and,therefore, numerical analyses assuming an associated �ow rule generate results which show a desirableobjectivity to any length scale imposed by the numerical method.4. While the limit loads predicted by FELA are not expected to agree with the case of a material thatexhibits non-association, the overall form of the V :H yield loci is expected to be broadly similar. Forexample, it is hypothesized that, when either associated or non-associated �ow rules are assumed, theinstance of the yield surface for an asymmetric seabed geometry (t1 6= t2) will be asymmetric aboutthe H axis. The veri�cation of this hypothesis has strong implications on the choice of yield functionand, hence, has a strong bearing on the calibration of the proposed model.Based on the above reasoning, FELA was deemed a valuable numerical tool to investigate the combined
(V,H) loading of a plane strain pipe section on sand. However, it is recognized that a force-resultantmodel calibrated solely against data derived from FELA is likely to be erroneous in two respects. Firstly,as noted above, the `true' yield surface (that is, the yield surface which accounts for non-associativity ofsand � again, under the premise that a unique yield surface exists for the non-associated case) will plotinside the one predicted by a numerical method which assumes an associated �ow rule. Secondly, whilethe force-resultant �ow rule obtained from FELA-derived data is known to obey normality, it is likely2The inappropriateness of assuming an associated �ow rule for a frictional material can also be understoodfrom the perspective that the internal dissipation (plastic work) is zero (which is clearly counter-intuitive).3Radenkovi¢ [75] derived a theorem to predict a LB to the limit load for a constitutive model de�ned by apressure dependent yield criterion, such as MC, and a plastic potential taking the same form as the yield function,except that φ′ is replaced by ψ; see Chen [76] for a succinct description of Radenkovi¢'s theorem. However, asnoted by Jirásek and Baºant [77], when φ′ signi�cantly exceeds ψ, the LB is su�ciently remote (too low) to bepractically relevant. Palmer [78] also discusses this topic.



Chapter 3: Finite element limit analyses 73that a numerical method accounting for non-association in the continuum constitutive relationship willgenerate data to suggest that the force-resultant model should also be de�ned by a non-associated �owrule. This second point is likely to be very important for the development of a force-resultant modelwhich can accurately replicate load:displacement paths obtained experimentally. Hence, an investigationinto the in�uence of non-associativity on the components of the force-resultant model is provided inChapter 4.3.5 OxLim3.5.1 OverviewOxLim is concerned with determining LB and UB estimates to the limit load of a body of volume,
Ω, and boundary, S, when subjected to: (i) velocity boundary conditions, v0 = [vx,0 vz,0]

T , on Su, (ii)tractions, t̃ =
[
t̃x t̃z

]T , on St (where St ∪ Su = S, St ∩ Su = ∅), and (iii) body loads, b = [bx bz]
T , over

Ω. t̃ and b are considered as the summation of dead and live components, with the latter scaled by thecommon load multiplier, β:
t̃ = t̃D + βt̃L (3.5.1)

b = bD + βbL. (3.5.2)
β is the objective function to be found in both the LB and UB optimization problems. Accordingly,OxLim seeks the factor by which the speci�ed live loads must be scaled to induce yield in a bodywhich is subjected to a set of constant dead loads. For the LB, β is maximized subject to the constraintsimposed by equilibrium and the yield criterion while, for the UB, β is minimized subject to the constraintsimposed by the velocity-controlled boundary conditions and an associated �ow rule (although, OxLimactually formulates the dual of the maximization problem for the UB; cf. the comments on dualityin the preceding section). Spatially constant soil self-weight was prescribed in all analyses reported inthis chapter such that bL = 0 and bD = [0 γ′]T , as is consistent with the assumptions inherent to theproposed force-resultant model (namely, that the seabed is assumed to be spatially homogeneous). Thedead and live traction components were deduced from a set of prescribed rigid body live and dead loads,as will be discussed in �3.5.3.Makrodimopoulos & Martin [79, 73, 80] provide a summary of the mathematical formulation ofthe LB and UB optimization problems. They also discuss the important issue of spatial interpolation(speci�cally, how � by the judicious choice of shape functions � a constraint formulated in terms of nodalvariables can be used to enforce a constraint at any point internal to an element). OxLim carries outthe tasks of generating the mesh (from the prescribed boundary geometry) and, then, compiling therelevant constraint matrices for the LB and UB problems. The optimization itself is carried out usingthe algorithm proposed by Andersen et al. [81], as implemented in MOSEK [82]. Following a LB and



Chapter 3: Finite element limit analyses 74UB computation (which can be carried out simultaneously using a dual-core processor) OxLim evaluatesthe solution error, de�ned as the ratio of the di�erence to the sum of the bounds:error (%) =
βUB − βLB
βUB + βLB x100 (3.5.3)where βUB and βLB are, respectively, the lower and upper bound estimates to the limit load multiplier,

β. If the error exceeds the speci�ed tolerance, OxLim o�ers the facility to adapt the mesh and repeatthe analysis to obtain re�ned values for βLB and βUB in closer proximity to each other. The severity ofsub-division of each element is dictated by the magnitude of the average shear strain within each element.This cycle is repeated until the error reduces below the prescribed tolerance, or the maximum numberof elements required to re�ne the solution exceeds a pre-set threshold.3.5.2 Input �leThe following data were speci�ed in the input �le which was used to instigate each OxLim analysis.1. The (x, z) coordinates of the set of points de�ning the boundary of the soil perimeter. As discussed byMakrodimopoulos & Martin [79, 73, 80], straight-edged elements are required to obtain strict LB andUB collapse load estimates. Hence, N equally-spaced points, joined by N − 1 line segments, wereused to approximate the circular segment, BC. The remainder of the boundary geometry was de�nedby the (x, z) coordinates of the points labelled A. . .F in Fig. 3.1).2. The connectivity of the boundary nodes. Each segment connecting a pair of boundary nodes was num-bered and assigned a tag to identify whether it was located on a free surface (i.e. the segmentsconnecting nodes A to B and C to D), a restrained edge (i.e. the segments connecting nodes D to E,E to F and F to G) or the pipe/soil interface (i.e. the segments located between B and C).3. The angle, ᾱ. A set of local axes, (x′, z′), was introduced (for reasons which are discussed in �3.5.3),with ᾱ specifying the clockwise angle through which the (x′, z′) set was rotated with respect to the
(x, z) set.4. The free/restrained DOFs (in the local (x′, z′) axis set). Three Boolean �ags were used to specify thefree/ restrained DOFs: 0 and 1 respectively indicating restraint and freedom in a given DOF. Forexample, [1 0 0] was used to indicate that translation along the x′ axis was permitted but bothtranslation along the z′ axis and rotation were restrained.5. H̃D, ṼD and MD. The dead loads, respectively acting in the positive x′ direction, the positive z′direction, and about the out-of-plane axis, y = y′ (the signi�cance of the dead loads is discussed in�3.5.3).6. H̃L, ṼL and ML. The live load counterparts of H̃D, ṼD and MD (also discussed in �3.5.3).7. The e�ective unit weight of the soil, γ′.8. The constitutive parameters. The internal friction angle, φ′, the cohesion, c′ (which was set to zero inall analyses), and the pipe/soil interface friction angle, δ.



Chapter 3: Finite element limit analyses 759. The termination criterion parameters. (i) The target % error tolerance (as given by Eq. 3.5.3) and (ii)the maximum number of elements.10. The parameters which specify the initial mesh. ȟ, the target element width for the majority of theregion bounded inside ABCDEF was given, together with the (x, z) coordinates of a series of `focuspoints'. At each focus point, a target element width � smaller than ȟ � was prescribed. Focus pointswere included to allow the initial stress and velocity �elds to approximate, with greater accuracy, thevariation of stress and velocity in regions where the spatial gradients of these quantities were expectedto be high.3.5.3 Load, velocity and mixed controlThe description of the LB and UB formulations in �3.5.1 made reference to tractions prescribedover the solution domain boundary. However, as discussed above, tractions were not speci�ed directlywithin the input �le but, rather, rigid body live and dead loads (acting at a reference point at the pipecentre) were prescribed. Accordingly, OxLim includes constraints in both the LB and UB formulations(the `dualized', or static, form of the latter) to ensure that the integrated boundary tractions along thepipe-soil interface are in equilibrium with the loads applied to the rigid body.Load or velocity control (or a mix of the two) can be requested in OxLim by an appropriate selectionof the Boolean �ags specifying the active and restrained DOFs, as discussed in the following.Load controlFor an analysis in which arbitrary movement was permitted in all three DOFs (Boolean �ags setto [1 1 1]), the optimization process carried out within OxLim is readily explained with reference toFig. 3.2a. Since the live and dead loads act in superposition (cf. Eqs 3.5.1 and 3.5.2) the resultant loadcan be visualized as the sum of a pair of vectors in Ṽ :H̃:M space, as shown in the �gure (where Ṽ and
H̃ are the load components inclined along the x′ and z′ axes respectively). The �rst vector contains thedead load components: ΓD =

[

ṼD H̃D MD

], while the second contains the live load componentsscaled by the load multiplier, β: ΓL = β
[

ṼL H̃L ML

]. Both the direction and length of the �rstvector is �xed while only the direction of the second vector is �xed (since its length is dependent on β,which is the subject of the optimization process). Consequently, a (Ṽ , H̃,M) yield point is sought alonga direction speci�ed by the live load components, relative to the (Ṽ , H̃,M) point speci�ed by the deadload components. For this reason, the assignment of the [111] Boolean �ags constitutes a load-controlledanalysis.Importantly, as shown in the �gure, if the dead loads plot outside the yield surface, a series of live loadvectors which can be scaled arbitrarily (β →∞) and not reach the yield surface will exist. Accordingly,the LB theorem can not be satis�ed for such an ill-posed problem and, for this eventuality, MOSEKreturned a �ag to indicate `primal/dual infeasibility'.
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(a) Load control.

(b) Mixed control (restrained rotation).

(c) Velocity control.Fig. 3.2: Schematic showing load, mixed and velocity control in OxLim.
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(a) Mixed control (restrained rotation). (b) Velocity control.Fig. 3.3: Mixed control (restrained rotation) and velocity control in OxLim.Mixed control (free translation, restrained rotation)For an analysis in which rotation was restrained (Boolean �ags set to [110]), the optimization processcarried out within OxLim is readily explained with reference to Fig. 3.2b. For this case, no constraintis imposed on the resultant moment. The implication of this, in terms of the geometric interpretationoutlined above, is that the direction of the live load vector, ΓL, is now not de�ned uniquely but, rather,is con�ned to a plane in Ṽ :H̃:M space, as shown in the �gure. From the LB maximization problem, it isapparent that the exact solution corresponds to the vector with the largest resultant of Ṽ and H̃ (largest
β) yet still con�ned to this plane and bounded within, or located on, the yield surface. As indicatedon the �gure, the head of the vector which ful�ls this speci�cation is located on a point on the yieldsurface with normal directed perpendicular to the M axis. Since the use of an associated �ow rule in acontinuum context is known to generate data which satis�es an associated �ow rule in a force-resultantcontext (cf. point 3 on page 69), it follows that the removal of the moment constraint equations hasthe desired e�ect of restraining against rotation. The comments on the importance of the speci�cationof a set of dead loads which plot inside the yield surface, given for the load control case above, are ofequal signi�cance to this mixed control case. In the following discussion on the automation of the OxLimanalyses, it is convenient to introduce θ̄, the angle between the vector, ΓL, and the Ṽ axis. Fig. 3.3a isa schematic showing the operation of mixed control in V :H plane for θ̄ = 0◦, 90◦, 180◦ and 270◦.Velocity controlFor an analysis in which both rotation and translation along the z′ axis are restrained (Boolean �agsset to [1 0 0]), the optimization process carried out within OxLim is explained with reference to Fig. 3.2c.For this case, no constraint is placed on the z′ component of the resultant load and, likewise, no constraintis also placed on the resultant moment. This means that the second vector is now unrestrained and theoptimization process carried out in OxLim seeks the point on the yield surface with the largest value of
Ṽ (the largest possible β), as indicated on the �gure. The normal direction to the yield surface at thispoint has no component parallel to the H̃ or M axes. Therefore, the removal of the constraints on the
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Fig. 3.4: Output from a typical OxLim analysis, showing the use of mesh adaptivity to obtain re�ned estimatesto the LB and UB collapse loads. Case shown is for t̄1 = t̄2 = 0.4, φ′ = δ = 30◦ with loading appliedunder mixed control (restrained rotation).moments and resultant load in the z′ direction has the desired e�ect of restraining against both rotationand velocity in the z′ direction.The signi�cance of the rotated coordinate frame now becomes clear: the angle, ᾱ, dictates thedirection in which the pipe is permitted to translate. Since rigid plasticity is assumed in FELA, ᾱ can bereadily related to α, the angle at which a �ow vector is inclined to the H axis in V :H space, accordingto: ᾱ = α − 90◦. Under velocity control, the choice of ΓD is irrelevant since the space of admissibleloads is not subject to any constraints emanating from the selection of the dead loads. Accordingly, allvelocity-controlled analyses were carried out with dead loads taken as zero. Furthermore, only the valuefor ṼL is of signi�cance for this type of analysis and by taking this value as unity, β is the magnitudeof the resultant load required to bring about yield. Fig. 3.3b is a schematic to show the operation ofvelocity control for ᾱ = −90◦, 0◦, 90◦ and 180◦.3.5.4 OxLim outputFig. 3.4 shows the output from a typical OxLim analysis. The mesh for the �rst iteration wasgenerated by taking ȟ as 1.5D and using two focus points (positioned at the intersections between the



Chapter 3: Finite element limit analyses 79test t̄1 t̄2 φ′(◦) δ(◦) θ̄(◦)1 0.4 0.4 30 30 902 0.4 0.4 30 0 903 0.2 0.2 30 0 904 0.2 0.0 30 30 45Table 3.1: Parameter values for the analyses carried out to assess the in�uence of ls on the limit load.pipe/soil interface and the seabed surface). Fig. 3.4a shows the increase in the LB estimate to V̄ andthe decrease in the UB estimate to V̄ with element number. Fig. 3.4b shows the reduction in the error(as given by Eq. 3.5.3). Four iterations were required to allow the error to reduce below the speci�edthreshold of 2%. Figs 3.4c-3.4f are the meshes for each of the four iterations (indeed, by the fourthiteration, the mesh is su�ciently �ne that the failure mechanism is beginning to become visible).Following the completion of an OxLim analysis, a summary (.out) �le containing data and diagnosticdetails for the analysis was returned. For each iteration in an analysis, this �le listed: (i) the number ofelements in the mesh, (ii) βUB and βLB, (iii) the solution error (as given by Eq. 3.5.3), and (iv) �ags toindicate the feasibility or otherwise of each LB and UB optimization problem. An infeasible problem wasindicative of an error in the problem de�nition (for example, a load-controlled analysis with prescribeddead loads which plot outside the yield surface). For the analyses used to generate the data presentedin this chapter, checks were carried out to ensure all the optimization problems submitted to MOSEK,via OxLim, were feasible.To enable post-processing of the stress and velocity �elds, a pair of �les were returned from the �naliteration of the LB analysis. The �rst (.lb.post.msh) contained the (x, z) coordinates of the nodes whilethe second (.lb.post.res) contained: (i) a list of the nodal stress components, σxx, σzz and σxz, (ii) thenodal utilization (de�ned and discussed subsequently), and (iii) the nodal velocity components, vx and
vz (as inferred from the dual to the LB maximization problem). For the UB analysis, an equivalent pairof �les were returned, .ub.post.msh and .ub.post.res, with the velocity components deduced from theprimal of the UB problem and the stress components deduced from its dual.Two further �les (.lb.rbr and ub.rbr) returned the rigid body reaction loads for the LB and UBanalyses, respectively. The total rigid body loads, in the (x, z) frame, were calculated straightforwardlyfrom H̃ and Ṽ according to:

V = H̃ sin ᾱ+ Ṽ cos ᾱ (3.5.4)
H = H̃ cos ᾱ− Ṽ sin ᾱ. (3.5.5)Equivalently, the rigid body velocities were calculated and returned in the �les, .lb.rbv and ub.rbv, forthe LB and UB analyses respectively.
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Fig. 3.5: β/βsmall against ls for the four cases listed in Table 3.1.3.6 Results3.6.1 Selection of lsIt was important to ensure that the pipe/soil interface was divided into a su�ciently high number ofline segments such that the yield loads computed by OxLim were in close agreement with those whichwould have been obtained if an actual circular segment had been used. To aid the selection of ls, a setof OxLim analyses were carried using the values for φ′, δ, t̄1 and t̄2 listed in Table 3.1. These analyseswere carried out under mixed control (restrained rotation, see Fig. 3.3a, using the values for θ̄ given inthe table). The objective of this set of analyses was to determine the critical value of ls below whichconsistent predictions of the yield load were obtained. The smallest ls considered in these trial testswas 0.002D and the load multiplier obtained for this case, denoted here as βsmall, was assumed to besu�ciently accurate so as to represent the actual case of a circular segment. The in�uence of increasing
ls is shown in Fig. 3.5 as a plot of the load multiplier, β, normalized by βsmall, against ls. This plot showsthat consistent yield load predictions were obtained providing ls < 0.02D. To err on the side of caution,
ls < 0.01D was used in all of the OxLim analyses discussed subsequently.3.6.2 Introductory analysesOverviewFor a �at footing, subjected to a vertical load and resting on sand (the constitutive response ofwhich is de�ned by the perfectly plastic, MC yield criterion and associated �ow rule), the relationshipbetween V and φ′ is highly non-linear (see, for example, Martin [83]). To capture this non-linearity via aparametric study, it is desirable to sample φ′ more heavily at higher values than lower ones. Concerningthe in�uence of δ on the limit load, Martin [83] showed that, over 1/3 ≤ δ ≤ 1, the limit load is boundedwithin 75% of its fully rough (φ′ = δ) value, thus suggesting the need for non-uniform sampling of δ aswell. It was anticipated that similar behaviour would be identi�ed in this investigation and, therefore,an introductory set of analyses was carried out to test this hypothesis. This detailed assessment of a



Chapter 3: Finite element limit analyses 81case t̄1 t̄2 φ′ (◦) δ (◦) α (◦)(i) 0.4 0.4 14 ≤ φ′ ≤ 45 0, φ′/3, φ′/2, 2φ′/3, φ′ 90(ii) 0.4 0.0 14 ≤ φ′ ≤ 45 0, φ′/3, φ′/2, 2φ′/3, φ′ 0Table 3.2: Parameter values for preliminary OxLim analyses.sample set of analyses is also valuable from the viewpoint of providing the opportunity to discuss thefailure mechanisms accompanying yield. Table 3.2 lists the values of t̄1, t̄2, φ′ and δ for the two samplecases discussed in the following. All analyses reported in this section were carried out with a target errortolerance of 2% and a maximum of 40,000 elements.Presentation of the failure mechanismsTwo types of plot are used subsequently to provide insight into the failure mechanisms. The �rst isa plot of the 0.99 contour of utilisation, U . Utilisation is de�ned as the ratio of the actual radius of theMohr's circle of stress at a given (x, z) point to its maximum allowable value at the same mean stress(such that the Mohr's circle touches the MC yield envelope). For the case of no cohesion (c′ = 0), U isgiven as:
U =

√

σ2
xz + (σxx − σm)2

σm sin(φ′)
(3.6.1)where σm = 1/2 (σxx + σzz) is the mean in-plane stress. A plot of the spatial distribution of utilisationallows regions undergoing yield to be distinguished from those regions that are either stationary orundergoing rigid body movement. In the following plots, the U = 0.99 contour is taken to enclose theyielded zones (rather than U = 1) since it was found that the resultant yield load could be obtained towithin the speci�ed error tolerance without the stress �elds from the LB or UB being exact (and, hence,giving U of exactly 1). The region enclosed by the U = 0.99 contour on the plots in Figs 3.7 and 3.9 isthat shaded grey.The second plot shows the �eld of velocity vectors, as extracted from the UB analysis. In the interestsof clarity, rather than plotting velocity vectors for every node, a representative sample across the spatialdomain was taken. Also, for clarity, due to the velocity singularity at the interface between the pipe andthe seabed free surface, the maximum vector length was limited to 0.25D.Case (i): ResultsThe seabed surface geometry for this case is representative of vertical penetration during pipe-lay. Aseries of velocity-controlled (α = 90◦, Boolean �ags set to [100]) OxLim simulations were carried out todetermine the resultant dimensionless yield load, V̄ , for 1◦ increments of φ′ over the range 14◦ ≤ φ′ ≤ 45◦and δ = 0, φ′/3, φ′/2, 2φ′/3 and φ′. Fig. 3.6a is a plot of the results and shows the expected highly non-linear increase of V̄ with φ′ and also that V̄ increases with δ. To gain greater insight into the in�uenceof δ on V̄ , the data shown in Fig. 3.6a are re-plotted in Fig. 3.6b with the ordinate normalized by thedimensionless resultant load for the fully rough (δ = φ′) case, Vrough/γ′D2. This plot shows that for
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14◦ ≤ φ′ ≤ 45◦, V > 0.69Vrough for all δ ≥ φ′/2. The insensitivity of V̄ to δ ≥ φ′/2 is evident fromthe viewpoint of carrying out a parametric study since it implies that only a small number of samplesof δ within this range are required. Furthermore, Potyondy [84] carried out an exhaustive series ofphysical tests (using shear box apparatus) to determine the interface friction angle for various materialand soil interfaces (including steel, concrete and both sands and clays). His investigation concluded that
δ is bounded between 0.543φ′ (for a smooth steel/sand interface) and 0.99φ′ (for a rough concrete/sandinterface). Consequently, δ/φ′ ≥ 0.5 � the range over which δ/φ′ exerts a weak in�uence on V̄ � is therange of practical interest whereas, δ/φ′ < 0.5 � the range over which δ/φ′ exerts a greater in�uence on
V̄ (e.g. V = 0.245Vrough for φ′ = 45◦ and δ = 0◦) � is of less practical relevance. Fig. 3.6c is a plot ofthe error (as de�ned by Eq. 3.5.3) for all tests. This plot shows that bounds within the target toleranceof 2% were attained for all analyses carried out for φ′ and δ pairings with: φ′ = δ ≥ 42◦ and φ′ = 45◦,
δ = 2/3φ′. However, even the worst bracketing achieved with the 40,000 element limit was just 3.45%(for φ′ = δ = 45◦), which is very acceptable and does not mask the trends in the data stated above.Case (i): Failure mechanismsThe failure mechanisms for this case are shown in Fig. 3.7. From these �gures, the following obser-vations are discernible.
• For the fully rough case (δ = φ′), the utilisation plots show that there is a region of soil in contactwith the underside of the pipe which is not at yield (labeled as the 'false head` in Figs 3.7a and 3.7c).In contrast, yield occurs over the entirety of the pipe/soil interface for the smooth case (δ = 0). Thepresence of this false head is widely recognized in the analysis of �at footings (e.g. Martin [83]) andoccurs because the shear stress at the centre-point of the interface must be zero (due to symmetry)and, hence, yield at this point is impossible unless δ = 0 (in which case the MC yield surface, for
c′ = 0, collapses to a straight line indicating that yield can occur in this degenerate case under zeroshear stress). The false head can be thought of as rigid body �xed to the pipe and, hence, it serves toinduce a deep Prandtl-like failure mechanism. The absence of a false-head for the smooth cases resultsin a smaller mass of soil participating in a Hill-type failure mechanism. The cumulative e�ect of theincrease in the size of the failure zone with δ is the increase of V with δ, as shown in Fig. 3.6a.4

• A comparison between Figs 3.7a and 3.7c and, likewise, Figs 3.7b and 3.7d shows that reducing φ′serves to reduce the size of the failure zone. This trend is due to the implicit assumption within FELAof associated �ow (ψ = φ′); the higher ψ, the more dilation occurs and, hence, the more soil whichparticipates in failure mechanism. In part, this is the reason for the increase of V with φ′ (although,by de�nition, increasing φ′ means that higher shear stresses are required to induce failure for the same4In each of the utilisation plots in Figs 3.7a�3.7d, U is less than 0.99 along the free surface (particularly so forthe smooth cases). This is attributed to a numerical artifact stemming from the numerator and the denominatorof Eq. 3.6.1 both approaching zero. In actuality, the yielded zone is expected to transition to the free surface, ascon�rmed by the exact solutions derived from the method of characteristics (cf. Martin [83]).
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(a) φ′ = 30◦, δ = 30◦; U = 0.99 contour (left) and velocity vectors (right).
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(b) φ′ = 30◦, δ = 0◦; U = 0.99 contour (left) and velocity vectors (right).
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(c) φ′ = 20◦, δ = 20◦; U = 0.99 contour (left) and velocity vectors (right).
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(d) φ′ = 20◦, δ = 0◦; U = 0.99 contour (left) and velocity vectors (right).Fig. 3.7: Failure mechanisms for t̄1 = t̄2 = 0.4.applied normal stress and, hence, this will also have a substantial bearing on the relationship between
V and φ′).Case (ii): ResultsThe geometry of this case is representative of a pipe undergoing lateral displacement (particularlyon engaging a berm deposited from a prior lateral displacement excursion). Velocity-controlled OxLimsimulations were carried out to determine the values of V̄ and H̄ to cause purely horizontal movement(α = 0◦, Boolean �ags set to [1 0 0]). As for case (i), OxLim simulations were carried out for 1◦increments of φ′ in the range 14◦ ≤ φ′ ≤ 45◦ and δ = 0, φ′/3, φ′/2, 2φ′/3 and φ′. For this case, ratherthan considering the vertical and horizontal load components separately, it is more convenient to assessthe in�uence exerted by the constitutive parameters on the resultant load (which � since the analysis isvelocity-controlled � is of magnitude, β). Fig. 3.8a shows a highly non-linear variation of |β/γ′D2| with φ′,echoing the �ndings of case (i). Furthermore, Fig. 3.8b shows that δ exerts an even weaker in�uence on
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(c) Error against φ′ for various δ/φ′.Fig. 3.8: In�uence of φ′ and δ on β and the solution error for t̄1 = 0.4, t̄2 = 0.the limit load, since all values of |β/γ′D2| for δ = φ′/2 are within 80% of their fully rough values for thesame φ′. Fig. 3.8c shows that bounds within the target tolerance of 2% were obtained for all analyses for
φ′ < 40◦, and even the worst bracketing with the 40,000 element limit was just 3.15% (for φ′ = δ = 44◦).Case (ii): Failure mechanismsTurning to the failure mechanisms in Fig. 3.9, the following observations are worthy of comment.
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t̄1 t̄2 φ′ [ψ] (both ◦)0.1 0.0, 0.1 20 [10, 20]; 30 [15, 30]; 35 [17.5, 35]; 40 [20, 40]0.2 0.0, 0.1, 0.2 20 [10, 20]; 30 [15, 30]; 35 [17.5, 35]; 40 [20, 40]0.4 0.0, 0.1, 0.2, 0.4 20 [10, 20]; 30 [15, 30]; 35 [17.5, 35]; 40 [20, 40]0.6 0.0, 0.1, 0.2, 0.4, 0.6 20 [10, 20]; 30 [15, 30]; 35 [17.5, 35]; 40 [20, 40]0.8 0.0, 0.1, 0.2, 0.4, 0.6, 0.8 20 [10, 20]; 30 [15, 30]; 35 [17.5, 35]; 40 [20, 40]Table 3.3: Values for t̄1, t̄2, φ′ and δ used in in the batch set of OxLim analyses.

• As in case (i), false heads are evident in the rough analyses and are absent in the smooth analyses.The utilization plots show that the presence of the false head increases the extent of the failure zoneand this is likely to be the cause of the increase of |β/γ′D2| with δ. However, the relative di�erence insize of the failure zones for the rough and smooth analyses is smaller than was evident from case (i).This tallies with the above comments on the weaker in�uence of δ for this case, relative to the �rst.
• For all four combinations of φ′ and δ, the utilization plots suggest that the failure zone can be classi�edinto two regions: the �rst is con�ned to the right of the pipe centre while the second is locatedpredominantly beneath the pipe. The velocity vector plots show that the soil in the �rst zone is liftedto the free surface to the right of the pipe centre whereas the soil in the second zone is lifted leftwardfrom beneath the pipe. For the rough cases, the two zones are divided by the false head, while forthe smooth cases, they meet on the pipe/soil interface. The extent of the �rst zone exceeds that ofthe second, although their size is more comparable for φ′ = 30◦ than φ′ = 20◦. Reducing φ′ is seen toreduce the size of the �rst zone, however, it is noteworthy that the size of second zone remains largelyunchanged.
• In the proposed force-resultant constitutive model (as outlined in �2.11), it is assumed that the currentinstance of the V :H yield surface can be correlated to the strength parameters, φ′, δ and ψ and thegeometric parameters, t̄1 and t̄2. The fact that the size of the failure zone to the right of the pipecentre increases with φ′ implies that the lateral distance used for the averages to compute t̄1 and t̄2should also increase with φ′ (however, for pragmatic reasons, constant lateral averaging distances areactually used in the implementation of the model, as will be discussed in Chapter 6).3.6.3 Geometric and constitutive parameter selectionValues for the combinations of t̄1 and t̄2 used in the batch set of OxLim analyses are listed in Table3.3. This choice of values for t̄1 and t̄2 stemmed from the necessity to generate data to determine the
(V,H) yield surface during both pipe-lay (penetration) and large-amplitude, lateral movement (and thetransition between the two). For an analysis with t̄2 = 0, the absence of surcharge behind the pipe wasexpected to cause yield to occur under substantially lower combinations of V and H than when somesmall surcharge (t̄2 > 0) was included. Accordingly, t̄2 = 0.1 was considered for all t̄1 in order to smooththe sharp transition that was envisaged to be evident in the relationships between t̄2 and the hardeningparameters for low t̄2.
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(a) φ′ = 30◦, δ = 30◦; U = 0.99 contour (left) and velocity vectors (right).
PSfrag replacements>0.99>0.99<0.99

PSfrag replacements

(b) φ′ = 30◦, δ = 0◦; U = 0.99 contour (left) and velocity vectors (right).
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(c) φ′ = 20◦, δ = 20◦; U = 0.99 contour (left) and velocity vectors (right).
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(d) φ′ = 0◦, δ = 0◦; U = 0.99 contour (left) and velocity vectors (right).Fig. 3.9: Failure mechanisms for t̄1 = t̄2 = 0.4.
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(b) Sample case (ii).Fig. 3.10: Comparison between the proposed scheme for sampling the constitutive parameters and the dataobtained from OxLim.The discussion in the preceding section concluded that φ′ exerts a signi�cantly greater in�uence onthe bearing capacity than δ and also that there is a need to sample φ′ more heavily at higher values thanlower ones. Consequently, for each pairing of t̄1 and t̄2, bounds to the loci of (V,H) yield points weredetermined for φ′ = 20◦, 30◦, 35◦ and 40◦, while just two roughness parameters were considered: δ = φ′and δ = φ′/2 (the extremities of the practically signi�cant range reported by Potyondy [84]). Fig. 3.10a isa plot of the comparison between this proposed sampling scheme (assuming linear interpolation betweenthe sampled values of φ′) and the yield points obtained from the 1◦ increments in φ′ analysed for case (i)of �3.6.2. Likewise, Fig. 3.10a is an analogous plot for case (ii) of �3.6.2. Both of these �gures identifythat the largest discrepancy between this interpolation scheme and the data occurs for φ′ values between
35◦ and 40◦. While it would have been desirable to sample over a smaller interval of both φ′ (and indeed
δ), since 50 limit analysis computations were undertaken to map each yield surface, an increase in theresolution of the sampling of the constitutive parameters would increase the also overall computationtime. Also, the error incurred from this sampling procedure was anticipated to be insigni�cant relativeto that incurred by the inclusion of non-association, as detailed in Chapter 4.3.6.4 Automated submission of OxLim analysesA procedure was sought to automate the submission of the OxLim analyses so as to obtain sets ofyield points that were reasonably evenly distributed in V̄ :H̄ load space. This was necessary to ensure
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Fig. 3.11: Intermediary stages of the automated procedure used to determine the locus of (V̄ , H̄) yield pointsfor t̄1 = 0.1, t̄2 = 0, φ′ = 20◦ and δ = 10◦.that the analytical function �tted through the yield points was not overly weighted towards a collectionof closely-spaced data points (and, consequently, provided a poor �t to the remaining, sparse collectionof data-points located elsewhere in the V̄ :H̄ plane). To achieve this objective, a MATLAB [85] scriptwas tasked with: (i) scheduling the OxLim analyses (speci�cally, selecting the value for ᾱ in a velocity-controlled analysis and θ̄ in a mixed-controlled (free translation, restrained rotation analysis), (ii) writingthe appropriate series of OxLim input �les, and (iii) calling the OxLim executable. The key steps of thisMATLAB script are explained in the following, with reference to Fig. 3.11.1. First, a series of velocity-controlled analyses were carried out with ᾱ values taken as 11.25◦ (k − 1)where, for the general case of an asymmetric seabed (i.e. t̄1 6= t̄2), k = 1, 2, 3 . . . 16 and, otherwise, fora symmetric seabed (i.e. t̄1 = t̄2), k = 1, 2, 3 . . . 8 . The script then produced a plot (in V̄ : H̄ space)of the mean of the LB and UB yield load estimates for each of these analyses. The circular markerson the plot in Fig. 3.11a show these results for t̄1 = 0.1, t̄2 = 0.0, φ′ = 20◦ and δ = 10◦.2. From the plot of the velocity controlled analyses, an arbitrary point located inside the locus of 16yield points was selected manually. For the case shown in the �gure, the chosen point is shown bythe solid, square marker. This was taken as the dead load point for the subsequent mixed-controlled



Chapter 3: Finite element limit analyses 90analyses such that feasible optimization problems could then be submitted to MOSEK for any θ̄ (cf.the discussion in �3.5.3).3. Next, the two neighbouring yield points separated by the largest distance, in V̄ :H̄ space, were selected.For the example case shown in Fig. 3.11b, these points are labelled A and B.4. A mixed-controlled analysis was then carried out. θ̄ was chosen as the angle between the V̄ axisand the vector which has its tail located at the dead load point and bisects the line, AB. For theexample case, the (V̄ , H̄) yield point obtained from this mixed-controlled analysis is shown by thesolid, diamond marker labelled 1.The procedures given in steps 3 and 4 were then repeated. Fig. 3.11c shows that, after �nding yieldpoint 1, the largest distance between two neighbouring yield points was that between points C and D.Hence, the next mixed-controlled analysis found the yield point labelled 2. Following this, yield point3 was found between points E and F (see Fig. 3.11d), and then the yield point 4 was found betweenpoints B and 1 (see Fig. 3.11e). Fig. 3.11f shows the �nal locus of yield points after 34 mixed-controlledanalyses had been carried out (thus giving a total of 50 yield points). This procedure was used for all thecombinations of t̄1, t̄2, φ′ and δ listed in Table 3.3 (although, for t̄1 = t̄2, the range of θ̄ was restricted to
0�180◦, and only 17 mixed-controlled analyses were carried out).3.6.5 V̄ :H̄ yield lociIn this section, the results of the analyses which were undertaken to determine the loci of (V̄ , H̄)yield points for each combination of t̄1, t̄2, φ′ and δ listed in Table 3.3 are presented and discussed.These analyses were carried out with an error tolerance (as de�ned by Eq. 3.5.3) of 5% and a maximumof 40,000 elements. This error tolerance was deemed appropriate since: (i) the gain in accuracy of a fewfurther percentage points represented a signi�cant proportion of the overall run-time, and (ii) the errorincurred by �tting the yield curve through the yield points was anticipated to be greater than the errorstemming from the data generation itself.Fig. 3.12a is a plot of the locus of yield points, as calculated from the mean of the LB and UB results,in V̄ :H̄ space, for t̄1 = t̄2 = 0.4 and φ′ = δ = 30◦ (the parameter set considered in case (i) of �3.6.2).Evidently, an even distribution of yield points was successfully obtained using the strategy detailed in�3.6.4. The locus de�ned by the yield points has a maximum V̄ of 11.01 (which occurs at H̄ = 0) and amaximum H̄ of 1.56 (such that the yield surface's extent along the V̄ axis is 7.06 times its extent alongthe H̄ axis). It is noteworthy that the shape of the locus of yield points tends to suggest that the yieldsurface has two apexes (the �rst at the peak vertical load, and the second at the origin).Eight �ow vectors (labelled with their respective α values) are also included on the plot in Fig. 3.12a.It is apparent that those �ow vectors which are not located at either apex plot normal to the yieldsurface and that the α = 0◦ �ow vector (which, by de�nition, plots on the parallel point) is located
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(a) Locus of yield points in V̄ : H̄ space, and �ow vectors
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Fig. 3.12: Results for φ′ = δ = 30◦, t̄1 = t̄2 = 0.4.



Chapter 3: Finite element limit analyses 92at the maximum H̄ value (1.56). These observations are consistent with the properties of yield surfaceconvexity and normality, as discussed in Section 3.2. It is also signi�cant that the �ow vectors for
α = 45◦, 67.5◦ and 90◦ plot on the same yield point (at the apex with (V̄ , H̄) = (11.01, 0)). Accordingly,this data suggests that the direction of plastic displacement is not de�ned uniquely under purely verticalloading. Although this �nding might appear counter-intuitive, it is entirely justi�able from a theoreticalstandpoint since the assignment of perfect plasticity and an associated �ow rule only ensures uniquenessof the stress �eld. The strain rate �eld, on the other hand, is not necessarily unique (and, hence, neitheris the velocity �eld nor the �ow vector orientation). The lack of a unique �ow vector orientation at thepeak vertical load also adds credence to the notion that the yield surface admits an apex (since at anapex, there is no unique normal). It is noteworthy that similar behaviour was encapsulated by Zhanget al.'s model [38], as discussed in �2.7.2.While the very purpose of a force-resultant constitutive model is to compact the underlying physicsgoverning yield into a simple and compact mathematical framework, it is nevertheless valuable to explorethe connection between the distribution of yield points in the V̄ :H̄ plane and the corresponding failuremechanisms. Figs 3.12b-3.12i show the velocity vector �elds of each analysis for which a �ow vector isincluded on the plot in Fig. 3.12a. These failure mechanisms can be classi�ed into two categories: the�rst consisting of those failure mechanisms which require the soil's yield strength to be mobilized onboth sides of the pipe, and the second consisting of those failure mechanisms which require the soil'syield strength to be mobilized on just one side of the pipe (the side into which the pipe is displacing).Figs 3.12b-3.12d show that the velocity vector �elds for α = 90◦, 67.5◦ and 45◦ are two-sided, while Figs3.12e-3.12h show that the velocity vector �elds for α = 12.6◦, 0◦, 337.5◦(−22.5◦) and 315◦(−45◦) aresingle-sided. It appears that the transition of the (V̄ , H̄) yield point from the apex to the smooth portionof the yield surface corresponds to the transition from a two-sided to single-sided failure mechanism. Theidenti�cation of a single-sided failure mechanism suggests that, over some values for α, the (V̄ , H̄) loadcapacity is likely to be independent of t̄2. Some consequences of this �nding with regard to the formulationof the force-resultant model are explored in �3.7.2.Concerning the two-sided mechanisms, for α = 90◦, the velocity vector �eld is, unsurprisingly, sym-metric about the vertical plane passing through the pipe centre (indeed, this was the case discussed incase (i) of �3.6.2). For α = 67.5◦ and α = 45◦, an asymmetric distribution of velocity vectors is evident,with the extent of the failure zone to the right of the pipe centre greater than its extent to the left of thepipe centre. However, it is noteworthy that, for all three two-sided mechanisms, the extent of the failurezone to the right of the pipe centre is approximately the same. For the single-sided failure mechanisms,the extent of the wedge of soil which must be mobilized to cause failure for α = 0◦ is less than that for
α = 12.6◦. The introduction of uplift, unsurprisingly, brings about a further reduction in the size of thefailure zone. Accordingly, it would appear that reducing the yield value for V̄ reduces the extent of the
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(a) Locus of yield points in V̄ : H̄ space, and �ow vectors
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Fig. 3.13: Results for φ′ = δ = 30◦, t̄1 = t̄2 = 0.4.



Chapter 3: Finite element limit analyses 94wedge which must be lifted ahead of the pipe. This �nding is consistent with the notion that the lowerthe vertical load subjected to the pipe (i.e. lower V̄ ), the greater the tendency for the pipe to ride upover a berm (i.e. the higher α) and record a lower horizontal resistance (i.e. lower H).Figs 3.13a is the analogous plot to Fig. 3.12a for the parameter set, t̄1 = 0.4, t̄2 = 0, φ′ = δ = 30◦.As expected, the surface passing through the yield points in Fig. 3.13 is asymmetric about the V̄ axis.Also, the maximum V̄ is just 2.61, compared to 11.01 for the symmetric case, t̄1 = t̄2 = 0.4 (for thesame values for φ′ and δ). This suggests that as the pipe undergoes lateral displacement, the size of theyield surface reduces substantially and its asymmetry about the V̄ axis increases. A pair of apexes alsoappears to be evident in the yield surface: the �rst at the maximum vertical load, (V̄ , H̄) = (2.61, 1.14),and the second at the origin. As for the t̄1 = t̄2 = 0.4 case, a multitude of �ow vectors are evident at themaximum vertical load.The failure mechanisms of each analysis for which a �ow vector is included on the plot in Fig. 3.13aare shown in Figs 3.12b-3.12i. For purely horizontal plastic displacement (α = 0◦), the failure mechanismis two-sided, although the extent of the wedge to the right of the pipe centre is signi�cantly larger thanthat to its left. Indeed, this was the case considered in case (ii) of �3.6.2 and the plot of the U = 0.99contour in Fig. 3.9a shows clearly the extent of the failure zone behind the pipe. Interestingly, the
α = 0◦ �ow vector is not located on the apex of the yield surface, although it is within its immediatevicinity. For α = 45◦, α = 90◦ and α = 135◦, the failure mechanisms are almost identical and consistof substantial yielded zones on either side of the pipe. For α = 297.5◦(−62.5◦), α = 315◦(−45◦) and
α = 337.5◦(−22.5◦), the failure mechanisms are single-sided (con�ned to the right of the pipe centre)and, as for the t̄1 = t̄2 = 0.4 case, the extent of the failure mechanism decreases as α decreases. For
α = 157.5◦, failure occurs by mobilizing the soil's yield strength only beneath/behind the pipe i.e. thesoil ahead of the pipe is not at yield. The yield point for the α = 157.5◦ �ow vector plots on the smoothportion of the yield surface and, hence, it is likely that the emergence of a single-sided failure mechanism,con�ned to the zone behind the pipe, accompanies yield for load points which plot on this portion of theyield surface.Since this seabed surface geometry is representative of that which the pipe might experience whileundergoing lateral buckling/bending, it is important to comment on the redistribution of soil, as impliedby the �eld of velocity vector �elds, for various α values. Although it is convenient to assume that all of thesoil through which the pipe ploughs during lateral displacement accumulates ahead of the pipe, this datatends to suggest that the inclusion of a component of vertical plastic displacement (0◦ ≤ α ≤ 90◦) duringlateral displacement brings about some redistribution of soil behind the pipe. Given the importanceof predicting and storing the evolution of the seabed surface, as outlined in Chapter 2, this �ndingis signi�cant. With regard to the formulation of the force-resultant constitutive model, this test datasuggests that a heuristic is required to relate α to the proportion of the soil which is redistributed ahead
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Fig. 3.14: Loci of yield points in V̄ :H̄ space for φ′ = 20◦, t̄1 = 0.8.
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Fig. 3.15: Loci of yield points in V̄ :H̄ space for φ′ = δ = 20◦, t̄1 = 0.8, various t̄2.



Chapter 3: Finite element limit analyses 96of, and behind, the pipe. Further treatment on this aspect of the proposed force-resultant model isprovided in Chapter 6.Fig. 3.14 contains six plots which show the in�uence of varying t̄2, while maintaining a constant
t̄1 = 0.8, on the distribution of yield points in the V̄ :H̄ plane. The data included in this �gure is takenfrom analyses in which the soil was prescribed a friction angle of 20◦ (the lowest value considered for thebatch set of analyses), for both fully rough (δ = φ′) and semi-rough (δ = φ′/2) interfaces. The plots in this�gure indicate that over the transition from a symmetric (t̄1 = t̄2 = 0.8) to fully asymmetric (t̄1 = 0.8,
t̄2 = 0) seabed, the locus of yield points contracts and becomes con�ned to the positive V̄ , positive H̄quadrant of the V̄ : H̄ plane. Importantly, this implies that a mix of kinematic and isotropic hardeningaccompanies lateral displacement. Fig. 3.15 is a plot of the data included on the six plots in Fig. 3.14on a common set of axes. This �gure reveals that a portion of the yield points, for each t̄2 value, plotalong a common curve. This �nding adds further weight to the observation that a common, single-sidedmechanism (which is therefore independent of t̄2) controls failure for a subset of plastic displacementdirections (i.e. α values).Figs 3.16 and 3.17 are the respective counterparts of Figs 3.14 and 3.15 for φ′ = 40◦ � again, for bothfully rough (δ = φ′) and semi-rough (δ = φ′/2) interfaces. As expected, a comparison between the scaleof the plots in Fig. 3.14 with their counterparts in Fig. 3.16 suggests that the yield surface for φ′ = 40◦is signi�cantly larger than for φ′ = 20◦. Perhaps a less obvious observation is that the ratio of the peakvertical load to the peak horizontal load for t̄1 = t̄2 is higher for φ′ = 40◦ than φ′ = 20◦, i.e. the ratio ofthe extent of the yield surface along the V axis to its maximum extent parallel to the H axis increaseswith φ′. A close examination of the plot in Fig. 3.15 also reveals that the yields points, for various t̄2,do not quite plot on a common curve, as was the case for φ′ = 20◦; this is particularly discernible for
t̄2 = 0. This trend implies that, as φ′ increases, the in�uence of the extent of the wedge behind the pipebecomes more critical; the implications of this �nding on the calibration of the force-resultant model arediscussed further in �3.7.2.3.7 Analysis of results3.7.1 Yield function, f , and hardening parameters, χfA suitable yield function is one with a zero contour (the yield surface) which �ts the loci of yieldpoints obtained for each combination of t̄1, t̄2, φ′ and δ by an appropriate selection of values for thehardening parameters. In the preceding section, it was noted that the distribution of yield points in the
V̄ :H̄ plane suggests that the choice of the yield function should be such that the yield surface includes(or provides a continuous approximation to) a pair of apexes: the �rst located at the origin and thesecond located close to the maximum sustainable vertical load. Accordingly, the yield loci can be well
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Fig. 3.16: Loci of yield points in V̄ :H̄ space for φ′ = 40◦, t̄1 = 0.8, various t̄2.
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(a) Symmetric seabed (t1 = t2).

(b) Asymmetric seabed (t1 > t2).Fig. 3.18: Schematic showing the proposed yield function.�tted by a function of the form:
f = max (f1, f2) (3.7.1)where:

f1 = −4V

V1

(
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)

+
H
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(3.7.2)

f2 = −4V

V2

(

1− V

V2

)

− H

H2
(3.7.3)such that V1, H1, V2 and H2 are hardening parameters (the constituents of χf for the proposed model).As shown schematically in Fig. 3.18, f1 = 0 and f2 = 0 are parabolas; f1 = 0 has V intercepts of 0 and V1,and attains an extreme H of H1 while f2 = 0 has V intercepts of 0 and V2, and attains an extreme H of

H2. Positive values of H1 and H2 were chosen to give f1 = 0 as a concave downward curve in V :H space(with V , as usual, the abscissa) and f2 = 0 as a concave upward curve in the same space. The elasticregion (f < 0) is enclosed within the two curves and at their intersection (f1 = f2 = 0), the compositeyield surface has two apexes. For a symmetric seabed (t1 = t2), the yield surface is also symmetric aboutthe V axis, such that V1 = V2 is the maximum V to which the pipe can be subjected for its currentpenetration (and, hence, for this symmetric case, V1 = V2 has the same physical interpretation as theparameter, V0, used in the models applicable to o�shore foundations and on-bottom pipeline stability,as discussed in �2.7.2). For an asymmetric seabed and, hence, an asymmetric yield surface, V1 and V2cease to have such straightforward physical interpretations. Accordingly, it is convenient to introduce Vc
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(d) t̄1 = t̄2 = 0.4.Fig. 3.19: Parabolic yield surface curve �ts to the mean of the OxLim bounds.and Hc which, as labelled on the plots in Fig. 3.18b, are the (V,H) coordinates of the apex formed bythe intersection between the two curves which is not at the origin. Vc and Hc are given in terms of V1,
H1, V2 and H2 as follows:

Vc =
H1V1V

2
2 +H2V

2
1 V2

H1V
2
2 +H2V

2
1

(3.7.4)
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. (3.7.5)Since the yield surface passes though the origin, s =
√

V 2
c +H2

c is the length (in V :H space) betweenthe two apexes and, hence, provides a convenient scalar indication of the size of the yield surface.Also, an indication of the asymmetry of the yield surface about the H axis can be obtained from θ̄c =

arctan (Hc/Vc), the angle at which the line passing through the two apexes is inclined to the V axis.Values for V̄1, H̄1, V̄2 and H̄2 (the respective dimensionless values for V1, H1, V2 and H2 ) wereobtained for each t̄1, t̄2, φ′ and δ by a least squares regression analysis. Fig. 3.19 shows the comparisonbetween the curve �ts and the mean of the OxLim bounds. For a symmetric seabed (t̄1 = t̄2), theparabolic �t is symmetric about V̄ = V̄1/2 = V̄2/2, such that the horizontal load capacity is under-predicted for V̄ < V̄1/2 and over-predicted (slightly) for V̄ > V̄1/2. This could be remedied by introducingthe non-integer exponents, β1, β2, β3 and β4, to augment the de�nitions of f1 and f2 to:
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Fig. 3.20: Variations of R2
1 and R2

2 with t̄1 for all t̄2.where:
β12 =

(β1 + β2)
β1+β2

ββ1
1 ββ2

2

and β34 =
(β3 + β4)

β3+β4

ββ3
3 ββ4

3

.However, for this choice of f1 and f2, a problem arises if, for example, V is negative since f1 and f2,and their derivatives with respect to V and H, then possess imaginary components. While a convergedsolution with negative V is not permissible (since negative V is always bounded outside of the yieldsurface), the evaluation of trial loads which lie outside of the yield surface are inevitably required byany algorithm tasked with computing the load update. Hence, special treatment would be required toavoid numerical di�culties arising from trial loads which possess an imaginary component. Therefore,for pragmatic reasons, the simpler de�nitions for f1 (Eq. 3.7.2) and f2 (Eq. 3.7.3) were chosen to de�nethe yield function (in the piecewise manner given by Eq. 3.7.1).A further problem was encountered, however, in computing the best-�t values for V̄1, H̄1, V̄2 and
H̄2 for t̄1 > 0 and t̄2 = 0. In these cases, the minimum least squares error was found by taking V̄2 tobe negative. This is problematic because it implies that for a particular combination of positive t̄1 andpositive t̄2, a zero value for V2 will be interpolated. V̄2 = 0 implies that f2 → ∞ and, hence, numericaldi�culties will ensue. While a more elaborate choice of yield function could undoubtedly be conceivedto circumvent this problem, the following more pragmatic approach was adopted. For those cases with
V̄2 < 0, an optimization problem was formulated to �nd the combination of V̄2 and H̄2 which minimizesthe least squares residual error while enforcing V̄2 to be greater than some small threshold (typically,0.001). This constrained optimization problem was solved with MATLAB's `fmincon' function (part ofthe optimization toolbox) using the interior-point setting. This approach meant that some (slight) lossin curve-�tting accuracy was accepted in order to allow for a robust implementation of the model.Table 3.4 lists values for V̄1, H̄1, V̄2 and H̄2 for each combination of t̄1 and t̄2 listed in Table 3.3,as determined from the regression analyses. This look-up table is a constituent of the hardening law
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Fig. 3.21: Variations of V̄1 and H̄1 with t̄1 = t̄2.discussed in §2.11. Also included in Table 3.4 are the values of s/γ′D2 and θ̄c for each pairing of t̄1 and t̄2as well as R2
1 and R2

2, the coe�cients of determination for f1 = 0 and f2 = 0 respectively. Figs 3.20a and3.20b are plots of R2
1 and R2

2 against t̄1 for all t̄2. These plots show that an acceptable parabolic �t wasobtained for all combinations of t̄1, t̄2, φ′ and δ; indeed, the lowest R2
1 value was 0.863 (for t̄1 = t̄2 = 0.8,

φ′ = δ = 20◦) and the lowest R2
2 value was 0.842 (for t̄1 = 0.8, t̄2 = 0.4, φ′ = δ = 20◦).3.7.2 Trends in hardening parameter tableIn the following, plots which show the dependence of the hardening parameters (as well as s/γ′D2 and

θ̄c) on t̄1 and t̄2 are presented and discussed. These plots help to explore further the relationship betweenthe geometry of the seabed surface and the size and shape of the instance of the yield surface for thatgeometry. The �ndings presented in this section are also used in the next chapter to allow the in�uenceof the non-associativity to be included in the calibration of the proposed force-resultant model.Trends for vertical penetration (t1 = t2)The plots in Figs 3.21a and 3.21b show, respectively, the variation of V̄1 and H̄1 with t̄1 for a symmetricseabed (i.e. one with t̄1 = t̄2 such that V̄1 = V̄2 and H̄1 = H̄2) for all φ′ and δ. The trend lines in thisplot have been extrapolated to the origin since the yield surface degenerates to the point, (V,H) = (0, 0),(such that V̄1 = V̄2 = H̄1 = H̄2 = 0) for t̄1 = t̄2 = 0. If surface heave is neglected, t̄1 (= t̄2) is the totalvertical penetration, w, (which, in turn, is equal to wp if the elastic component of vertical displacementis also neglected). Accordingly, these plots provide an indication of the rate of yield surface growth with
wp during initial (virgin) vertical penetration. For each combination of φ′ and δ, an approximately lineardependence of V̄1 on t̄1 (and, hence, wp) is evident. Likewise, H̄1 also varies (approximately) linearlywith t̄1. Together, these observations imply that the yield surface grows in an approximately self-similar
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Fig. 3.22: Variations of V̄1/V̄1,0.8 and H̄1/H̄1,0.8 with t̄1 = t̄2.manner with wp. It is noteworthy that this �nding was also found experimentally by Zhang [37], asdiscussed in �2.7.2.Fig. 3.22 contains two plots showing the same data as in Fig. 3.21 except that the ordinate in Fig. 3.22ais V̄1/V̄1,0.8 (where V̄1,0.8 denotes the values of V̄1 for t̄1 = t̄2 = 0.8) and the ordinate in Fig. 3.24b is H̄1/H̄1,0.8(where H̄1,0.8 denotes the values of H̄1 for t̄1 = t̄2 = 0.8). The trend lines in this �gure have again beenextrapolated to the origin. A close examination of these plots reveals that the proportional reductionin the size of the yield surface with reducing t̄1 is slightly more pronounced for lower φ′. However, toprovide an overarching summary of the key trends evident from these plots, it would be appropriateto conclude that common linear relationships appear to hold between both V̄1/V1,0.8 and t̄1 (= t̄2) and
H̄1/H̄1,0.8 and t̄1 (= t̄2) for all φ′ and δ. This means that while the strength parameters (φ′ and δ) exerta strong in�uence on the absolute size of the yield surface (particularly φ′), the relative growth of theyield surface during vertical penetration is (approximately) the same for any pairing of φ′ and δ.In�uence of t2 on the size and shape of the yield surface, for �xed t1 (and vice-versa)Figs 3.23a and 3.23b show, respectively, the variation of θ̄c and s/γ′D2 with t̄2 for t̄1 = 0.4. These plotscon�rm the conclusions reported in §3.6.5 (in reference to Figs 3.14�3.17), namely, that as t̄2 reduces(with t̄1 constant), the extent of yield surface (as quanti�ed by s/γ′D2) reduces, and its asymmetry aboutthe V̄ axis (as quanti�ed by θ̄c) increases. The in�uence exerted by t̄2 on s/γ′D2 and θ̄c is more marked for
t̄2 < 0.1 which emphasizes the notion that the absence of any surcharge behind the pipe has a signi�cante�ect on the combined (V,H) load capacity a�orded by the seabed.For t̄1 = 0.4, Figs 3.24a and 3.24b show, respectively, the in�uence of t̄2 on the hardening parameters,
V̄1 and H̄1. These �gures identify that t̄2 exerts a relatively weak in�uence on V̄1 and H̄1 (particularly
H̄1) for t̄2 ≥ 0.1. For example, the value of H̄1 for δ = φ′ = 40◦ and t̄2 = 0.4 is within 1.2% of its value
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Fig. 3.23: Variations of s/γ′D2 and θ̄c with t̄2 for t̄1 = 0.4.for t̄2 = 0.1. This �nding implies that � although the overall dimension of the yield surface reduces withreducing t̄2 � the size and shape of its f1 = 0 portion (as de�ned by V̄1 and H̄1) is far less sensitive to
t̄2 (at least for t̄2 ≥0.1). However, as t̄2 approaches zero, its in�uence on both V̄1 and H̄1 increases (andthis in�uence becomes more pronounced with increasing φ′). For example, for δ = φ′ = 20◦, H̄1 is 73.7%of its t̄2 = 0.4 value for t̄2 = 0 while for φ′ = δ = 40◦, H̄1 is 69.6% of its t̄2 = 0.4 value for t̄2 = 0.The two plots in Fig. 3.25 are similar to those in Fig. 3.24 except that the ordinate of the plot inFig. 3.25a is V̄1/V̄1,0.4 (where V̄1,0.4 denotes the value of V̄1 for t̄1 = t̄2 = 0.4) while the ordinate of theplot in Fig. 3.25b is H̄1/H̄1,0.4 (where H̄1,0.4 denotes the value of H̄1 for t̄1 = t̄2 = 0.4). Under thisnormalization, the data are seen to collapse onto (approximately) a common curve. Importantly, this�nding � together with that deduced from Fig. 3.22 � implies that the relative change in the dimensionsof the yield surface due to a change in t̄1 and t̄2 is approximately the same for two alternative pairingsof φ′ and δ.The data plotted in Figs 3.24 and 3.25 are applicable only for t̄1 = 0.4. However, the plots in Fig. 3.26enable the trends to be assessed for for all t̄1. Figs 3.26a and 3.26b show the variation of V̄2 with t̄2 ≤ 0.6(Fig. 3.26a for a fully rough interface, Fig. 3.26b for a semi-rough interface) while Figs 3.26c and 3.26dshow the variation of H̄2 with t̄2 ≤ 0.6 (Fig. 3.26c for a fully rough interface, Fig. 3.26d for a semi-roughinterface). For each pairing of φ′ and δ, and for each t̄2, the values for V̄2 and H̄2 are grouped withinclose proximity to each other for all t̄1. This trend adds support to the notion that failure mechanismsaccompanying (V,H) yield points which plot on the f2 = 0 contour of the yield surface (but not at eitherapex) are predominantly con�ned to the left of the pipe centre and, hence, are independent of t̄1.SummaryThe two key �ndings from the above discussion can be summarised as follows.
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Fig. 3.24: Variations of V̄1 and H̄1 with t̄2 for t̄1 = 0.4.
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Fig. 3.25: Variations of V̄1/V̄1,0.4 and H̄1/H̄1,0.4 with t̄2 for t̄1 = 0.4.1. The hardening parameters, V̄1 and H̄1, which de�ne the f1 = 0 portion of the yield surface (overwhich the �ow vectors have a positive horizontal component), are weak functions of t̄2 (at least for
t̄2 ≥ 0.1) � and vice-versa regarding the in�uence of t̄1 on V̄2 and H̄2.2. For given values of φ′ and δ, the in�uence of changing t̄1 and/or t̄2 (relative to some �xed values) isto scale the dimensions of the yield surface by a set of constants.Together, these two �ndings imply that all yield points, for t̄1 ≥ 0.1, which plot on the f1 = 0 portionof the yield surface should collapse onto a common curve in V̄/V̄1,symm:H̄/H̄1,symm space (where V̄1,symmand H̄1,symm are, respectively, the values of V̄1 and H̄1 when t̄2 is set to take the same value as t̄1). Thishypothesis is broadly con�rmed by Fig. 3.27 which contains a plot, in V̄/V̄1,symm : H̄/H̄1,symm space, of allyield points which have �ow vectors with a positive horizontal component (for t̄2 ≥ 0.1). While thereis some spread in the data, the yield points do tend to plot within close proximity to a common curve.
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Fig. 3.26: Dependences of V̄2 and H̄2 on t̄2 ≤ 0.6 for all t̄1.The scatter is notably more prevalent for high φ′, as is consistent with the discussion made in referenceto Fig. 3.17. The equivalent hypothesis for the f2 = 0 portion of the yield surface is that all yield pointswhich possess �ow vectors with negative horizontal components should collapse onto a common curve in
V/V2,symm : H/H2,symm space (where V2,symm and H2,symm are, respectively, the values of V2 and H2 when
t̄1 is set to take the same value as t̄2). Fig. 3.17 is a plot in V/V2,symm : H/H2,symm for all yield points with�ow vectors with negative components (for t̄2 ≥ 0.1). The scatter in this plot is more discernible thanin Fig. 3.27, although the yield points are nevertheless grouped around a common curve.Implications for the proposed force-resultant modelThe above discussion hints towards the formulation of a slightly more elegant version of the modelproposed in �2.11. Namely, V̄1 and H̄1 could be assumed to be functions solely of t̄1 and, likewise, V̄2and H̄2 could be assumed to be functions solely of t̄2. This �nding was not anticipated at the outset ofthe work although, for future investigations, it is valuable since it opens the possibility for more e�cientmodel calibration (since data for (V,H) yield points with �ow vectors possessing positive horizontalcomponents need only be sought for t1 = t2 rather than for all t1 ≥ t2). Alternatively, it opens up the
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Fig. 3.28: Loci of yield points with �ow vectors possessing negative horizontal components for t̄2 ≥ 0.1 and all
t̄1 in V/V1,symm:H/H1,symm space.possibilities of carrying out a more detailed calibration of the model, by either using �ner sub-divisionsof t̄1 and t̄2 or by introducing a third parameter to model non-homogeneity of the seabed's strength, forexample.However, the fact that the model picks up the (relatively weak) in�uence of t̄2 on V̄1 and H̄1 (andthe similarly weak in�uence of t̄1 on V̄2 and H̄2) is not in itself a drawback. Indeed, it should increasethe realism of the model's load:displacement predictions. This is particularly true for the important casewhen t̄2 approaches zero, in which case the dependence of V̄1 and H̄1 on t̄2 becomes more signi�cant �especially for high φ′. Analogous statements hold regarding the dependence of t̄1 on V̄2 and H̄2. In anycase, the above exploration of the trends is valuable for the calibration of corrections to the values of thehardening parameters due to the inclusion of non-associativity, as will be discussed in the next chapter.



Chapter 3: Finite element limit analyses 1073.8 Concluding commentsIn this chapter, the principles of �nite element limit analysis (FELA) were outlined together with abrief summary of the operation of OxLim. Plane strain FELA analyses to determine lower and upperbounds to the V :H yield surface for a pipe resting on an idealized seabed were reported. The idealizedgeometry of the seabed surface, as speci�ed by t̄1 and t̄2, matched the assumptions inherent to theproposed force-resultant model and represented an idealization of the surface geometry expected fora pipe undergoing vertical penetration, lateral displacement and the transition between the two. Foreach combination of t̄1, t̄2, φ′ and δ, OxLim analyses were carefully automated so as to generate an evendistribution of yield points in the V̄ :H̄ plane. Based on the distribution of yield points, equations de�ninga pair of parabolas, f1 and f2, were chosen for the yield function. Regression analyses were reportedto determine values for the dimensionless hardening parameters, V̄1, H̄1, V̄2 and H̄2, over a range ofvalues for t̄1, t̄2, φ′ and δ. The relationship between the distribution of yield points and the mechanismsaccompanying failure was also discussed. In particular, the data tend to suggest that independent failuremechanisms exist for yield points which plot on the f1 = 0 and f2 = 0 portions of the yield surface(although this trend was found to be less pronounced when t̄1 or t̄2 approached zero).
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t̄1 t̄2 φ′ (◦) δ (◦) V̄1 H̄1 V̄2 H̄2 R2
1 R2

2
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t̄1 t̄2 φ′ (◦) δ (◦) V̄1 H̄1 V̄2 H̄2 R2
1 R2

2
s/γ′D2 θ̄c (◦)0.4 0.0 20.0 10.0 0.895 1.344 0.025 0.001 0.987 0.982 0.583 35.0110.4 0.0 20.0 20.0 1.010 1.546 0.029 0.001 0.977 0.986 0.687 33.5620.4 0.0 30.0 15.0 3.390 4.175 0.064 0.001 0.982 0.997 2.290 25.7440.4 0.0 30.0 30.0 3.883 4.790 0.076 0.001 0.974 0.998 2.760 23.1400.4 0.0 35.0 17.5 6.915 7.712 0.103 0.001 0.984 0.999 4.748 22.0790.4 0.0 35.0 35.0 8.359 8.977 0.030 0.000 0.964 0.999 5.952 19.4330.4 0.0 40.0 20.0 15.296 15.254 0.430 0.007 0.980 0.999 10.633 18.8370.4 0.0 40.0 40.0 18.841 17.653 1.447 0.052 0.969 0.998 13.572 16.0900.4 0.1 20.0 10.0 1.848 1.875 0.644 0.180 0.967 0.996 1.371 16.2660.4 0.1 20.0 20.0 2.186 2.158 0.760 0.206 0.948 0.996 1.618 15.8710.4 0.1 30.0 15.0 6.615 5.528 2.912 0.871 0.962 0.995 5.062 11.8500.4 0.1 30.0 30.0 8.180 6.624 3.645 1.016 0.953 0.991 6.321 11.0690.4 0.1 35.0 17.5 13.550 10.276 6.517 1.932 0.959 0.994 10.558 10.0080.4 0.1 35.0 35.0 17.087 12.585 8.430 2.323 0.943 0.987 13.524 9.1440.4 0.1 40.0 20.0 30.331 20.654 15.690 4.479 0.950 0.992 24.033 8.3700.4 0.1 40.0 40.0 38.997 25.687 20.871 5.586 0.954 0.982 31.445 7.5270.4 0.2 20.0 10.0 2.181 1.930 1.308 0.598 0.957 0.992 1.800 9.3140.4 0.2 20.0 20.0 2.583 2.210 1.533 0.671 0.931 0.990 2.124 9.1490.4 0.2 30.0 15.0 7.563 5.707 5.043 2.219 0.927 0.985 6.431 6.6900.4 0.2 30.0 30.0 9.568 6.752 6.313 2.538 0.927 0.978 8.110 6.3480.4 0.2 35.0 17.5 15.472 10.496 10.685 4.441 0.927 0.984 13.286 5.6350.4 0.2 35.0 35.0 20.022 12.821 13.856 5.326 0.910 0.971 17.230 5.2340.4 0.2 40.0 20.0 34.394 21.041 24.702 9.711 0.936 0.979 29.916 4.6540.4 0.2 40.0 40.0 45.718 26.292 32.881 11.987 0.924 0.961 39.818 4.3260.4 0.4 20.0 10.0 2.526 1.875 2.526 1.875 0.952 0.952 2.526 0.0000.4 0.4 20.0 20.0 2.964 2.098 2.964 2.098 0.940 0.940 2.964 0.0000.4 0.4 30.0 15.0 8.605 5.657 8.605 5.657 0.942 0.942 8.605 0.0000.4 0.4 30.0 30.0 10.891 6.459 10.891 6.459 0.924 0.924 10.891 0.0000.4 0.4 35.0 17.5 17.431 10.388 17.431 10.388 0.946 0.946 17.431 0.0000.4 0.4 35.0 35.0 22.595 12.302 22.595 12.302 0.911 0.911 22.595 0.0000.4 0.4 40.0 20.0 38.419 20.692 38.419 20.692 0.944 0.944 38.419 0.0000.4 0.4 40.0 40.0 51.905 25.379 51.905 25.379 0.920 0.920 51.905 0.0000.6 0.0 20.0 10.0 1.159 2.486 0.027 0.001 0.960 0.973 0.905 42.0200.6 0.0 20.0 20.0 1.367 2.891 0.030 0.001 0.946 0.979 1.068 40.8570.6 0.0 30.0 15.0 4.685 7.186 0.069 0.001 0.962 0.991 3.351 30.4650.6 0.0 30.0 30.0 5.657 8.382 0.080 0.001 0.957 0.993 4.075 28.5510.6 0.0 35.0 17.5 9.488 12.756 0.110 0.001 0.966 0.995 6.728 25.9850.6 0.0 35.0 35.0 11.720 14.992 0.131 0.001 0.951 0.996 8.397 23.7700.6 0.0 40.0 20.0 20.438 24.195 0.181 0.001 0.971 0.998 14.522 21.9920.6 0.0 40.0 40.0 26.203 28.606 0.222 0.001 0.955 0.998 18.755 19.567Table 3.4: Values for the hardening parameters (and R2

1, R2
2, s/γ′D2, θ̄c) for various t̄1, t̄2, φ′ = ψ and δ (continued over).
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t̄1 t̄2 φ′ (◦) δ (◦) V̄1 H̄1 V̄2 H̄2 R2
1 R2

2
s/γ′D2 θ̄c (◦)0.6 0.1 20.0 10.0 2.464 3.408 0.524 0.098 0.934 0.989 1.857 22.9210.6 0.1 20.0 20.0 2.940 3.905 0.625 0.117 0.922 0.994 2.186 22.6280.6 0.1 30.0 15.0 8.679 9.276 2.910 0.725 0.945 0.996 6.576 16.2380.6 0.1 30.0 30.0 10.891 11.042 3.526 0.797 0.931 0.995 8.190 15.6230.6 0.1 35.0 17.5 17.671 16.339 6.632 1.672 0.953 0.995 13.405 13.6610.6 0.1 35.0 35.0 22.661 19.880 8.303 1.890 0.947 0.993 17.147 12.9760.6 0.1 40.0 20.0 38.712 31.249 16.210 4.086 0.941 0.993 29.679 11.3340.6 0.1 40.0 40.0 50.539 39.041 21.149 4.876 0.939 0.989 38.969 10.5920.6 0.2 20.0 10.0 3.001 3.528 1.269 0.460 0.938 0.993 2.362 15.9610.6 0.2 20.0 20.0 3.573 4.002 1.475 0.520 0.906 0.993 2.772 15.8750.6 0.2 30.0 15.0 10.128 9.505 5.259 2.018 0.921 0.990 8.139 11.2400.6 0.2 30.0 30.0 12.822 11.258 6.471 2.300 0.901 0.987 10.181 10.9560.6 0.2 35.0 17.5 20.223 16.842 11.231 4.150 0.914 0.988 16.448 9.3390.6 0.2 35.0 35.0 26.376 20.566 14.294 4.815 0.905 0.983 21.279 9.0030.6 0.2 40.0 20.0 43.923 32.217 25.971 9.122 0.916 0.987 36.211 7.6410.6 0.2 40.0 40.0 59.114 40.138 33.975 10.744 0.914 0.977 48.259 7.3650.6 0.4 20.0 10.0 3.576 3.584 2.668 1.672 0.908 0.979 3.183 6.6200.6 0.4 20.0 20.0 4.209 4.039 3.096 1.854 0.898 0.976 3.723 6.6410.6 0.4 30.0 15.0 11.606 9.721 9.262 5.381 0.890 0.966 10.549 4.4960.6 0.4 30.0 30.0 14.720 11.243 11.508 6.089 0.871 0.954 13.251 4.4770.6 0.4 35.0 17.5 22.835 17.164 18.637 10.067 0.914 0.962 20.913 3.7010.6 0.4 35.0 35.0 30.176 20.217 24.058 11.595 0.885 0.948 27.331 3.6860.6 0.4 40.0 20.0 49.343 32.128 40.950 20.309 0.925 0.960 45.390 3.0340.6 0.4 40.0 40.0 67.176 39.918 54.813 24.318 0.890 0.945 61.353 2.9910.6 0.6 20.0 10.0 3.941 3.413 3.941 3.413 0.925 0.925 3.941 0.0000.6 0.6 20.0 20.0 4.577 3.789 4.577 3.789 0.909 0.909 4.577 0.0000.6 0.6 30.0 15.0 12.661 9.560 12.661 9.560 0.913 0.913 12.661 0.0000.6 0.6 30.0 30.0 15.862 10.740 15.862 10.740 0.912 0.912 15.862 0.0000.6 0.6 35.0 17.5 24.823 16.681 24.823 16.681 0.919 0.919 24.823 0.0000.6 0.6 35.0 35.0 32.139 19.513 32.139 19.513 0.899 0.899 32.139 0.0000.6 0.6 40.0 20.0 52.765 31.710 52.765 31.710 0.928 0.928 52.765 0.0000.6 0.6 40.0 40.0 71.400 38.582 71.400 38.582 0.914 0.914 71.400 0.0000.8 0.0 20.0 10.0 1.329 3.939 0.027 0.001 0.885 0.940 1.241 48.4710.8 0.0 20.0 20.0 1.630 4.519 0.030 0.001 0.876 0.965 1.465 47.1540.8 0.0 30.0 15.0 5.839 10.678 0.073 0.001 0.935 0.984 4.434 34.2480.8 0.0 30.0 30.0 7.104 12.402 0.083 0.001 0.930 0.989 5.347 32.5320.8 0.0 35.0 17.5 11.758 18.352 0.116 0.001 0.943 0.991 8.670 28.9900.8 0.0 35.0 35.0 14.589 21.621 0.136 0.001 0.941 0.993 10.736 27.0560.8 0.0 40.0 20.0 25.191 33.656 0.190 0.001 0.952 0.995 18.270 24.3990.8 0.0 40.0 40.0 32.465 39.825 0.228 0.001 0.945 0.996 23.364 22.285

t̄1 t̄2 φ′ (◦) δ (◦) V̄1 H̄1 V̄2 H̄2 R2
1 R2

2
s/γ′D2 θ̄c (◦)0.8 0.1 20.0 10.0 2.949 5.277 0.317 0.032 0.904 0.986 2.336 28.5910.8 0.1 20.0 20.0 3.528 6.012 0.426 0.049 0.877 0.989 2.740 28.3270.8 0.1 30.0 15.0 10.566 13.512 2.671 0.525 0.911 0.996 8.061 19.8570.8 0.1 30.0 30.0 13.344 15.890 3.144 0.553 0.913 0.996 9.977 19.3210.8 0.1 35.0 17.5 21.324 23.093 6.492 1.388 0.937 0.996 16.155 16.5070.8 0.1 35.0 35.0 27.279 27.857 7.959 1.529 0.936 0.995 20.482 15.8290.8 0.1 40.0 20.0 46.222 42.420 16.239 3.582 0.946 0.995 35.024 13.5940.8 0.1 40.0 40.0 60.396 52.729 20.455 3.993 0.930 0.992 45.672 12.9300.8 0.2 20.0 10.0 3.643 5.548 1.109 0.306 0.876 0.984 2.900 21.5640.8 0.2 20.0 20.0 4.362 6.240 1.310 0.367 0.864 0.990 3.395 21.5470.8 0.2 30.0 15.0 12.382 13.800 5.251 1.736 0.901 0.992 9.772 14.7950.8 0.2 30.0 30.0 15.659 16.262 6.365 1.945 0.911 0.991 12.144 14.5120.8 0.2 35.0 17.5 24.446 23.633 11.480 3.813 0.924 0.991 19.408 12.2230.8 0.2 35.0 35.0 31.773 28.622 14.314 4.296 0.896 0.987 24.883 11.8850.8 0.2 40.0 20.0 52.457 43.699 26.761 8.602 0.908 0.989 42.025 9.9670.8 0.2 40.0 40.0 70.129 54.478 34.445 9.846 0.908 0.983 55.626 9.6090.8 0.4 20.0 10.0 4.480 5.625 2.660 1.423 0.867 0.985 3.803 12.0300.8 0.4 20.0 20.0 5.265 6.337 3.072 1.600 0.842 0.988 4.429 12.0480.8 0.4 30.0 15.0 14.290 14.230 9.622 5.087 0.875 0.973 12.357 8.1600.8 0.4 30.0 30.0 18.138 16.530 11.803 5.698 0.855 0.966 15.451 8.1280.8 0.4 35.0 17.5 27.822 24.301 19.500 9.563 0.876 0.972 24.283 6.6290.8 0.4 35.0 35.0 36.609 28.969 24.832 11.021 0.885 0.969 31.486 6.5730.8 0.4 40.0 20.0 59.062 44.322 42.722 19.511 0.888 0.968 51.828 5.4190.8 0.4 40.0 40.0 80.142 54.845 56.454 22.924 0.867 0.961 69.607 5.2840.8 0.6 20.0 10.0 5.031 5.570 4.079 3.068 0.862 0.967 4.618 5.4570.8 0.6 20.0 20.0 5.836 6.237 4.710 3.402 0.855 0.959 5.346 5.3710.8 0.6 30.0 15.0 15.718 14.324 13.404 9.070 0.858 0.943 14.669 3.5720.8 0.6 30.0 30.0 19.729 16.045 16.596 10.306 0.871 0.931 18.272 3.5170.8 0.6 35.0 17.5 30.380 24.029 26.215 16.098 0.873 0.942 28.445 2.9390.8 0.6 35.0 35.0 39.275 28.302 33.620 18.623 0.882 0.926 36.644 2.8100.8 0.6 40.0 20.0 63.536 44.043 55.724 31.081 0.910 0.942 59.848 2.3350.8 0.6 40.0 40.0 85.643 53.213 74.378 37.338 0.896 0.925 80.276 2.2560.8 0.8 20.0 10.0 5.406 5.253 5.406 5.253 0.872 0.872 5.406 0.0000.8 0.8 20.0 20.0 6.214 5.794 6.214 5.794 0.863 0.863 6.214 0.0000.8 0.8 30.0 15.0 16.833 13.961 16.833 13.961 0.871 0.871 16.833 0.0000.8 0.8 30.0 30.0 20.793 15.482 20.793 15.482 0.879 0.879 20.793 0.0000.8 0.8 35.0 17.5 32.344 23.549 32.344 23.549 0.896 0.896 32.344 0.0000.8 0.8 35.0 35.0 41.444 27.401 41.444 27.401 0.886 0.886 41.444 0.0000.8 0.8 40.0 20.0 67.163 43.294 67.163 43.294 0.914 0.914 67.163 0.0000.8 0.8 40.0 40.0 89.473 52.119 89.473 52.119 0.888 0.888 89.473 0.000Table 3.4: Values for the hardening parameters (and R2

1, R2
2, s/γ′D2, θ̄c) for various t̄1, t̄2, φ′ = ψ and δ (continued).



4Displacement �nite element analyses
4.1 IntroductionChapter 3 reported the results of limit analysis calculations, which were carried out to generatedata to aid the de�nition of the yield function, f , and to calibrate the hardening laws. These analyseswere undertaken with a perfectly plastic constitutive model which obeys the Mohr-Coulomb (MC) yieldcriterion and the associated �ow rule (ψ = φ′). However, it was recognized that both theoretical reasoningand experimental evidence indicate the inappropriateness of assuming an associated �ow rule to predictthe direction of incremental plastic strain for a frictional material. This chapter reports the �ndings ofa numerical investigation tasked with determining the in�uence of a non-associated �ow rule (ψ < φ′)on the components of the proposed force-resultant model (namely, the yield function, f , the hardeninglaws, and the macroscopic �ow rule).The bound theorems only hold in a very much weakened sense when a non-associated �ow ruleis assumed and � unlike the analyses reported in Chapter 3 � there is no well-established, rigorousmethod to directly compute the collapse load. Indeed, even the existence of a unique collapse load for aperfectly plastic, non-associated structure has yet to be proven. Accordingly, it was necessary to attemptto simulate the plane strain indentation (in pseudo-time) of a `wished-in-place' pipe into a seabed ofprescribed surface geometry. From an inspection of the resultant load:displacement path, inferences werethen to be drawn on the response at yield (e.g. the identi�cation of a (V̄ , H̄) yield point, and theorientation of the corresponding �ow vector). The well-known, small-strain, displacement FE methodwas chosen to carry out these simulations.The chapter begins with an outline of the boundary value problem (BVP) that was considered duringthis phase of the work, together with a description of the FE solution procedure. A theoretical discussionis then provided on the implications of the assignment of a non-associated �ow rule on the uniquenessand well-posedness of the BVP. This is followed by a review of previous investigations that attemptedto solve similar BVPs while also assuming a non-associated �ow rule. The procedures that were used togenerate the results reported in this chapter are then detailed. Next, a series of analyses is presented to
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Fig. 4.1: Schematic showing the problem geometry and boundary conditions.validate the chosen methods and procedures against the OxLim-derived solutions for the limiting case ofassociated �ow. Then, the results obtained for the analyses carried out using a non-associated �ow ruleare presented. The chapter concludes with analysis of the results, focusing on the amendments to thecomponents of the proposed force-resultant model set out in Chapter 3 as well as the formulation of the�ow rule of the force-resultant model.4.2 BVP formulation and solution proceduresAs shown in Fig. 4.1, the geometry of the idealized seabed boundary was the same as that used inthe OxLim analyses. Furthermore, the same boundary conditions were assigned on the base of the soildomain (EF) and the free surface (AB and CD). However, in the Abaqus analyses, DE and FA wereplaced on roller, rather than encastré, supports (reasons for which are outlined in �4.4).Due to the inherent di�erences between FELA and the FE method, the analyses reported in thischapter di�er from those in Chapter 3 since the loading was applied incrementally in time. Speci�cally,the loading was carried out in two, successive steps: the �rst to account for the soil's self-weight byincreasing the vertical body force component uniformly over ABCDEF, and the second to increase theboundary displacements over BC to simulate displacement-controlled penetration of the pipe into theidealized seabed. However, since no rate dependence was included in the constitutive de�nition of thesoil, the analyses were insensitive to the rate at which the body loads and boundary displacements wereapplied.The objective of each analysis was to obtain a mapping between the histories of integrated boundarytractions and displacements along BC, thus enabling the resultant load:displacement path to be deduced.The problem was analysed within the framework of small-strain, elastic-plastic continuum mechanicsand, accordingly, the prescribed history of tractions, t̃i, and boundary displacements, û0,i, were requiredto satisfy the following BVP (which is expressed in tensor notation, using Einstein summation i.e.
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∂σij
∂xj

+ bi = 0 in Ω (4.2.1)
εij =

1

2

(
∂ûi
∂xj

+
∂ûj
∂xi

) in Ω (4.2.2)
δσij = Dijklδεkl in Ω (4.2.3)
σijni = t̃j on St (4.2.4)
ûi = û0,i on Su. (4.2.5)Eq. 4.2.1 is a statement of equilibrium, where σij is the Cauchy stress tensor and Ω is the volume ofABCDEF; Eq. 4.2.2 is a statement of compatibility between the displacements, ûi, and the strains,

εij; Eq. 4.2.3 is the constitutive relationship, where Dijkl is the (incrementally linear) sti�ness tensor;Eq. 4.2.4 is a statement of the traction (or natural) boundary conditions, where ni is the outward normalto the boundary and Eq. 4.2.5 is a statement of the displacement (or essential) boundary conditions. Onassuming an elastic-plastic constitutive model, de�ned by a yield function, fc, and a plastic potential,
gc, Dijkl is given in piecewise form according to:

Dijkl =







D
(e)
ijkl for fc (σij) < 0

D
(ep)
ijkl for fc (σij) = 0,

(4.2.6)where D(e)
ijkl and D(ep)

ijkl are, respectively, the elastic and elastic-plastic sti�ness tensors. On further assu-ming isotropic elasticity, D(e)
ijkl is given as:
D

(e)
ijkl = 2G

(
1

2
(δikδjl + δilδjk) +

ν

1− 2ν
δijδkl

)

, (4.2.7)where G is the shear modulus and ν is Poisson's ratio. By invoking the consistency condition (δfc = 0),it is straightforward to show that D(ep)
ijkl is given as:

D
(ep)
ijkl = D

(e)
ijkl −

D
(e)
ijmn

∂gc
∂σmn

∂fc
∂σpq

D
(e)
pqkl

h̄+
∂fc
∂σrs

D
(e)
rstu

∂gc
∂σtu

(4.2.8)where:
h̄=− ∂fc

∂ε
(p)
ij

∂gc
∂σijis the hardening modulus (h̄>0 for strain-hardening, h̄=0 for perfect plasticity and h̄<0 for strain-softening).The continuous displacement FE method, as implemented in the commercially-available software,Abaqus [18], was used to solve the BVP given above. In this well-established method, the displacements,

ûi, are taken as the primary variables for which an approximate solution, û∗i , is sought. On discretising
Ω into �nite elements, the approximating distribution of displacement, û∗i , is assumed as a piecewisepolynomial (of a prescribed order). A node located on an element edge (or corner) is common to all



Chapter 4: Displacement �nite element analyses 113elements which share that edge (or corner). Hence, û∗i possess C0 continuity and the nodal displacementsare the unknowns to be found. Using bold-face notation for vectors and matrices, the FE equations, fora quasi-static problem, can be expressed as follows:
f (U) = P−F = 0 (4.2.9)where U is the vector of nodal displacements, P is the vector of internal nodal forces:
P =

NE∑

1

∫

Ωe

BTσdΩe (4.2.10)and F is the vector of external nodal forces:
F =

NE∑

1

∫

St,e

NT t̃dSt,e +
NE∑

1

∫

Ωe

NTbdΩe. (4.2.11)Here, N is the vector of the coe�cients of the shape functions, B is the matrix linking the strains to thenodal displacements, Ωe and St,e are, respectively, the volume and surface area of an element and NE isthe number of elements in the mesh. A derivation of these equations from original BVP (Eqs 4.2.1�4.2.5)is provided by de Souza Neto et al. [86] and Zienkiewicz and Taylor [87], where the precise form of Nand B is elaborated. By virtue of the minor symmetries, Dijkl = Djikl and Dijkl = Djilk, and the majorsymmetries, Dijkl = Dklij, the constitutive relationship (Eq. 4.2.3) can be expressed in Voight notationas:
δσ = Dδε. (4.2.12)Substitution of Eq. 4.2.12 into Eq. 4.2.10 gives:

P =

NE∑

1

∫

Ωe

BTDBUdΩe (4.2.13)such that Eq. 4.2.9 can be written as:
F = KU (4.2.14)where:

K =

NE∑

1

∫

Ωe

BTDBdΩe (4.2.15)is the global incremental sti�ness matrix.The assignment of an elastic-plastic constitutive law implies a non-linear dependence of stress onstrain. Consequently, the relationship between the nodal loads and displacements is also non-linear (i.e.
K is not constant). Hence, the step-change in nodal displacements, ∆U, arising from a step-change in theprescribed external loads, ∆F, cannot be computed exactly but, rather, an approximate solution must besought. The Newton-Raphson (NR) algorithm is the most commonly used numerical scheme and is theAbaqus default. Alternative numerical schemes include: (i) the initial sti�ness method which di�ers fromthe NR scheme by maintaining the elastic sti�ness matrix throughout all global equilibrium iterations;(ii) the modi�ed Newton-Raphson method in which the global sti�ness matrix is only updated once



Chapter 4: Displacement �nite element analyses 114per equilibrium iteration; (iii) visco-plastic methods which consider a rate-independent analysis as thelimiting case of a rate-dependent analysis; (iv) explicit approaches in which a solution for the next time-step is computed without iteration, based upon a projection from the solution at the current time-step;and (v) semi-explicit approaches which di�er from fully explicit approaches in that the `out-of-balance'stresses are computed at the end of each time-step and applied, in the opposite sense, before the start ofthe next time-step.4.3 Non-association4.3.1 Theoretical discussionSince the 1970s, several independent attempts have been made to carry out displacement FE analysesto investigate the vertical loading of a �at footing resting on a perfectly plastic, non-associated soil. Ingeneral, di�culties were reported in these analyses; either converged solutions could not be obtained or theresultant load:displacement paths were found to contain spurious oscillations and lack mesh objectivity.Since the �at footing problem is similar to the loading of a plane strain pipe section (the only di�erencebeing the boundary geometry), a review of these investigations is valuable in that it provides insight intothe causes of the reported problems and enables the validity of the obtained results to be assessed. Thepurpose of this section is to provide the theoretical preliminaries to this review.When attempting to solve the BVP given by Eqs 4.2.1�4.2.5, it is desirable to know beforehandwhether or not unique solutions for the stresses, σij , and strains, εij, exist. Hill [88] showed that asu�cient condition to ensure uniqueness of σij and εij is given as:
δσijδεij > 0, (4.3.1)i.e. any material which generates positive second-order work will give unique solutions. Substitution ofthe constitutive relation, Eq. 4.2.3, into Eq. 4.3.1 gives:

δεijDijklδεkl > 0, (4.3.2)and, hence, if Dijkl is positive de�nite, or equivalently if Ds
ijkl=1/2 (Dijkl +Dklij) (the symmetric partof Dijkl) is positive de�nite, then solution uniqueness is guaranteed. For a linear elastic constitutivemodel, Ds

ijkl is always positive de�nite and, hence, solutions to linear elastic problems are always unique.If plasticity is included in the constitutive description, the positive de�niteness or otherwise of Ds
ijkl isconditional on both the assigned �ow rule and the hardening modulus, h̄. For a constitutive model whichobeys the associated �ow rule, it can be shown that Ds

ijkl is positive de�nite only for h̄>0 i.e. solutionuniqueness is guaranteed only in the hardening regime (although, for the limiting case of a perfectlyplasticity, h̄=0, it is just the strains that are not necessarily unique; the uniqueness of the stresses, onthe other hand, is certain; Jirásek & Baºant [77] outline a proof of this). If a non-associated �ow ruleis assumed, uniqueness of neither the stresses nor the strains is certain for the perfectly plastic case.



Chapter 4: Displacement �nite element analyses 115Indeed, it has been shown for several idealized loading regimes (e.g. Bigoni & Zaccaria [89] consideredaxially-symmetric extension/compression) that if a non-associated �ow rule is assumed, uniqueness isguaranteed only if h̄ exceeds some critical positive value i.e. a unique solution does not necessarily existover the entirety of the hardening regime. Accordingly, a numerical analysis using a perfectly plasticconstitutive model obeying a non-associated �ow rule should be undertaken with an understanding thatthe obtained solution is not necessarily one which is physically relevant � that is, the equilibrium pathmay contain a bifurcation point after which the equilibrium branch which is followed (if the analyses canbe continued beyond bifurcation) may not be the critical one.In the context of FE analyses, loss of uniqueness implies that the global sti�ness matrix, K, is singular(cf. de Borst et al. [90]). Accordingly, convergence di�culties are likely when using a NR iterative schemedue to the ill-conditioned K which is encountered when approaching a bifurcation point. However,providing the numerical di�culties arising from the ill-conditioned K can be circumvented (e.g. by usingthe initial sti�ness method), the inability to guarantee solution uniqueness is not the primary obstacleto the use of perfectly plasticity constitutive model obeying a non-associated �ow rule. After all, evenif the equilibrium path which is followed in a numerical analysis is not the critical one, it can still beconsidered as an upper bound to the collapse load (and could be a less conservative estimate than theone obtained by assuming associated �ow). Rather, the more problematic issue centres on the relatedissue of localization.Localization is the tendency for plastic deformation to concentrate into narrow bands of a body, whilethe surrounding regions unload elastically. In a soil mechanics context, localization is usually identi�ed asshear banding and experimental evidence for its existence is presented in the papers by Vardoulakis et al.[91] and Gudehus & Nübel [92], amongst others.1 While localization can be triggered by a prescribedgeometric or constitutive inhomogeneity, it can also emerge, for a particular class of materials, when ahomogeneous body is subjected to homogeneous boundary conditions. A straightforward example of thisbehaviour is the widely cited example of a 1-D strain-softening bar loaded in tension, see Jirásek & Baºant[77], Zienkiewicz et al. [95], de Borst [96], Jirásek [97]. From a mathematical perspective, localization isonly possible if the governing PDEs (Eqs 4.2.1�4.2.5), which are elliptic in the elastic regime, transitionto become parabolic or hyperbolic [77, 90, 96].2 The tendency for the elliptic character of the PDEs to belost at some point in the loading regime is dictated by the choice of constitutive model and, accordingly,a signi�cant body of research has been carried out to determine conditions on the elastic-plastic sti�nesstensor for localization to be admitted.1Although less frequently encountered, dilation, compaction and tensile bands are all possible in a geotechnicalcontext (see DuBernard et al. [93] and Issen & Rudnicki [94]).2The connection between the canonical form of the PDEs and localization is perhaps most readily understoodby noting that real characteristics exist only for parabolic or hyperbolic sets of PDEs, and a discontinuity is onlypossible normal to a characteristic; see Nova [98] for an elaboration on this topic.



Chapter 4: Displacement �nite element analyses 116Hill [99] (and later, in a variety of contexts, Mandel [100], Rudnicki & Rice [101], Rice [102] andImposimato & Nova [103]) showed that a necessary condition for localization is the vanishing of thedeterminant of the `acoustic tensor', which is given as:
Qjk = niDijklnl, (4.3.3)where ni is the normal to the discontinuity. This is the so-called `loss of ellipticity' criterion. Importantly,as noted by de Borst et al. [90], Bigoni & Hueckel [104] and Ottosen & Ristinmaa [105], amongst others,the following hierarchy exists: if Ds

ijkl is positive de�nite (the su�cient condition for uniqueness), thenthe determinant of the acoustic tensor cannot be zero and, hence, localization is excluded i.e. loss ofuniqueness is a necessary, but not su�cient, condition for localization. Accordingly, if a bifurcation pointis found in the equilibrium path, two scenarios are possible: the �rst is that the deformation pattern foreach bifurcation mode is continuous (this is widely termed a di�use bifurcation), the second is that thedeformation pattern for one (or more) bifurcation mode(s) consists of localized plastic zones (a so-calleddiscontinuous bifurcation). The existence of discontinuous bifurcations is especially problematic becausethe BVP contains no length-scale, and hence the width of the localized zone is unde�ned. Accordingly,such problems are ill-posed; the BVP contains no information on the extent of the localized zone and,yet, the solution depends entirely upon it. In fact, this is just one manifestation of the ill-posedness of theabove BVP when a perfectly plastic, non-associated constitutive model is prescribed; a topic discussedfurther by Schae�er [106], Valanis & Peters [107] and Benallal [108].FE implementations of BVPs with localized solutions for strains (stresses) are known to lack meshobjectivity, which is to say, solution convergence is not obtained on continual mesh re�nement [77, 90,96, 109]. This troublesome feature of FE analyses arises because the mesh ful�ls the role of setting thewidth of the localized zone. Two approaches to preserve mesh objectivity can be envisaged.1. The �rst approach, termed regularization, is to supplement (explicitly or otherwise) the BVP with alength-scale. Common regularization methods include the use of: (i) non-local or gradient plasticity,see e.g. Lasry & Belytschko [110]; (ii) Cosserat continua, see e.g. de Borst [111], Ehlers & Volk [112];and, for the dynamic formulation of the BVP: (iii) the inclusion of rate dependency and viscosity, e.g.Sluys & De Borst [113], Zhou & Randolph [114]. The intention of each of these methods is to smearthe discontinuity over a width which is independent of the element size.2. The second approach is to use a numerical method which can accommodate discontinuities in thedisplacement �eld. If this approach is pursued, the stress:strain constitutive relationship must besupplemented with one de�ning the relationship between the tractions acting on the discontinuity andthe velocity jumps across it. The obvious di�culty in adopting this approach is that the distributionof displacement discontinuities is not known in advance and, hence, a procedure is required either



Chapter 4: Displacement �nite element analyses 117to adapt the mesh to allow the elements to align with the discontinuity, or, to augment the shapefunctions to allow discontinuities to pass through an element.3It is noteworthy that both of these approaches require the original form of the BVP given by Eqs 4.2.1�4.2.5 to be augmented in some way, thus emphasizing the inherent ill-posedness which can arise followingthe introduction of either strain-softening or non-association.To summarise, the above discussion has emphasized the widely acknowledged bene�ts of the choice ofa constitutive model which generates positive second-order work; namely, uniqueness is guaranteed andlocalization is impossible. Likewise, from a pragmatic viewpoint, the neutrally stable case (i.e. associated�ow and perfectly plastic) is unlikely to pose any problems in a FE setting since, if necessary, it canbe analysed as the limit of a positively-stable case. However, if the chosen constitutive model generatesnegative second-order work, then loss of uniqueness and localization are possible. This is the case for theperfectly plastic, non-associated constitutive description considered in this chapter.4.3.2 Review of previous investigationsTable 4.1 summarises the salient features of several previous investigations that have used FE analysesto determine the vertical load:displacement response of a �at footing on a perfectly plastic soil whichobeys a non-associated �ow rule. Given the propensity for loss of uniqueness and localization (as outlinedabove), a review of these investigations is helpful for understanding the implications of using a non-associated �ow rule in a displacement FE context.4Zienkiewicz et al. [116] carried out one of the �rst investigations using the displacement FE methodbut, due to limited computational resources, only very coarse meshes were used. Using the MC yieldcriterion and a visco-plastic numerical algorithm (a choice driven by computational e�ciency), limit loadsfor the non-dilatant case (ψ = 0◦) were found to be within 3% of their associated �ow counterparts.Gri�ths [117] and de Borst & Vermeer [118] largely corroborated the �ndings of Zienkiewicz et al. [116]and, accordingly, a consistent picture had begun to emerge; namely, that the assignment of a non-associated �ow rule brings about only a very slight reduction in the limit load. However, peculiaritieswere noted in these investigations. De Borst and Vermeer [118] reported that a converged solution forthe limit load could not be attained for φ′ = 40◦ and ψ = 0◦, and both Gri�ths and de Borst & Vermeerpresent vertical load:displacement plots which show substantial, irregular �uctuations.The focus of De Borst & Vermeer [109] was not (directly) the bearing capacity of a �at footing;instead, the biaxial test was simulated. They proposed a method to detect the �rst occurrence of azero, or marginally negative, eigenvalue of K (indicating loss of uniqueness) and, subsequently, perturb3Wells & Sluys [115] have developed a promising approach to overcome this di�culty, although their focuswas cracking phenomena rather than localization brought about by strain-softening/non-association.4The choice of MC, DP or Matsuoka as the yield criterion is not deemed to be of particular relevance, at leastin plane strain, since a match between the strength parameters of each criterion can be undertaken, if desired, toenable comparisons to be drawn.
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DetailsAuthor(s)/ref. Year Numericalscheme Weightless/ponderable Yield criterion Flow rule Interfacerough-ness Mesh and element typeZienkiewicz et al.[116] 1975 Visco-plastic Weightless MC (φ′ to 35◦) Associated (ψ = φ′) andnon-dilatant (ψ = 0◦). Fullyrough. Very coarse, 32 quadraticquadrilateral elements.Gri�ths [117] 1982 Visco-plastic Ponderable MC (φ′ = 35◦) Non-dilatant (ψ = 0◦). Smooth. Very coarse; typical element widthapprox. 0.15�0.5 times footingwidth. Eight node quadrilateral(reduced two-point integration).de Borst &Vermeer [118] 1984 Initialsti�ness Weightless MC (φ′ to 35◦) Associated (ψ = φ′) andnon-dilatant (ψ = 0◦). Smooth. Very coarse, approx. 50 elements.Quartic triangular element (fullintegration).Gri�ths [119] 1989 Same as Gri�ths [117]Manoharan &Dasgupta [120] 1995 Same as Gri�ths [117]Frydman & Burd[121] 1997 Newton-Raphson Ponderable Matsuoka (φ′ inrange: 30◦-45◦ ) Associated (ψ = φ′) andnon-associated with various
0 ≤ ψ ≤ φ′. Smoothand fullyrough. Medium, largest mesh: 928elements. Six node isoparametricelements � reduced (three-point)integration.Clausen &Krabbenhoft [122] 2008 Newton-Raphsonand semi-explicit Not speci�ed MC (φ′ = 40◦,

c′ = 20kPa) Associated (ψ = φ′) andnon-associated (ψ=10◦). Notspeci�ed. Fine, several thousand elements(max DOFs: 14545). Lineartriangular elements.Loukidis &Salgado [123] 2009 Newton-Raphsonand initialsti�ness Ponderable MC � various
30◦ ≤ φ′ ≤ 45◦

Associated (ψ = φ′) andnon-associated (pairings of φ′and ψ chosen to comply withBolton's relation � Eq. 2.6.3for 22◦ ≤ φ′cs ≤ 35.4◦ ). Fullyrough. Medium, of the order of severalhundred 15 node triangularelements- twelve-point integration.Table 4.1: Salient features of previous investigations concerned with determining the bearing capacity of a �at footing resting on a perfectly plastic soil obeying a non-associated �ow rule and a yield criterion which is linear in √J2:I1 space.
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(a) Associated �ow: φ′ = ψ = 40◦. (b) Non-associated �ow: φ′ = 40◦, ψ = 12◦.Fig. 4.2: Collapse mechanism for a �at footing in plane strain, as depicted by contours of maximum shear strainincrement; after Loukidis & Salgado [123].the solution along the physically admissible equilibrium path (i.e. that which gives the lowest collapseload). Indeed, multiple equilibrium branches were found to exist for the problems addressed in thisinvestigation and the proposed method was successful in that the critical branch was followed in eachcase. However, when mesh sensitivity trials were carried out, a localized failure mode, entirely dependenton the mesh, was observed for the biaxial test (i.e. the critical collapse load was found to vary withthe choice of mesh). Therefore, this investigation provides numerical evidence to support the hypothesisthat a non-associated �ow rule can bring about localization.Prompted by this investigation, amongst others, Gri�ths [117] addressed localization arising fromeither strain-softening or non-association but, without much foundation, claimed that �the accuratecomputation of collapse loads does not require such mesh re�nement�. Given that, for a constitutive modelde�ned by a non-associated �ow, even the existence of a unique collapse load cannot be determined, letalone its value, this seems to be an optimistic claim. Although Gri�ths demonstrates that a FE analysisfor a weightless soil and φ′ = 40◦, ψ = 0◦ (the case for which a converged solution could not be attainedby de Borst & Vermeer [118]) can reach completion with a coarse mesh, a constant yield load is notestablished and mesh sensitivity analyses are not reported. Manoharan & Dasgupta [120] later extendedthe analysis of Gri�ths over the parameter range, φ′ ≤ 35◦ and 0 ≤ ψ ≤ φ′, but, again, fail to reportany results to con�rm mesh objectivity.Frydman & Burd [121] reported that converged solutions could not be obtained when using the NRscheme if there is a signi�cant di�erence between φ′ and ψ. It is likely that the ill-conditioned K isthe cause of the convergence di�culties reported in this investigation. Clausen & Krabbenhoft [122]and Loukidis & Salgado [123] added support to this claim since their analyses using the NR schemealso su�ered from convergence di�culties, at least when a �ne mesh (one with 1500 degrees of freedom)was used. Greater success was reported by Clausen & Krabbenhoft [122] when a semi-explicit solutionscheme was used. However, the load:displacement paths lacked mesh objectivity and the limit loadswere reported to �uctuate with further vertical penetration. Therefore, this investigation suggests thatlocalization is evident within this problem, at least for some pairings of φ′ and ψ.Loukidis & Salgado [123] also report the results of analyses using the initial sti�ness solution scheme.Duplicates of their contour plots depicting the spatial distribution of incremental plastic strain (for both



Chapter 4: Displacement �nite element analyses 120associated and non-associated cases) are shown in Fig. 4.2. The assignment of the associated �ow ruleis seen to give a smooth deformation pattern enclosed within a con�ned region, the extent of whichis in close agreement with the extent of the characteristic net which extends over the yielded zone,as determined using the program, ABC (Martin [83]). In contrast, the spatial distribution of plasticstrain for the non-associated case consists of narrow localized regions within which plastic straining iscon�ned. Fluctuations in the load:displacement response about a consistent yield load were, again, foundto exist, and Loukidis & Salgado infer that these �uctuations are due to the successive formation anddisappearance of shear bands. Results of mesh sensitivity analyses are not reported, but it is stated that,on mesh re�nement, the yield load reduces. Importantly, the yield loads are found to be approximately30% lower than their associated counterparts, which is a conclusion in contradiction with those of theearly studies (e.g. Zienkiewicz et al. [116] and Gri�ths [117]). This discrepancy is likely to be due to thevery coarse meshes used in the early studies, which had the e�ect of smearing the localized deformationover a width of the order of an element. Accordingly, Gri�ths' 1989 statement, given above, seems tobe inappropriate and the advance of greater computer resources has shown, within a FE setting, thatlocalized deformation modes can arise due to the adoption of a non-associated �ow rule. Unfortunately,several leading text-books (e.g. Smith and Gri�ths [124] and de Souza Neto et al. [86]) present asomewhat incomplete treatment on this topic since they report displacement FE analyses assumingthe non-associated �ow rule with little or no elaboration on the propensity for loss of uniqueness orlocalization. The analyses presented in these texts usually make use of very coarse meshes (except atlocations of stress singularities) and, hence, are similar to those of the early published studies.4.4 Methods and procedures4.4.1 Displacement FE analysis, without regularizationThe discussion in �4.3 identi�ed that, with a non-associated �ow rule, the displacement FE methodis not able to generate localized solutions which are mesh objective. The concept of regularization toalleviate mesh dependence was outlined, and it is acknowledged that regularization has the potential toincrease the rigour of any FE analysis for which a localized solution is found to exist. However, for theregularization procedure to operate as desired, the chosen length-scale limiter (which, depending on themethod of regularization, is not always prescribed directly) must be greater than the width of an elementlocated in the localized zone. Accordingly, since the thicknesses of shear bands in soils are of the orderof 10-50 times the mean grain diameter [125], an extremely �ne mesh (relative to the pipe diameter)would need to be used and hence the analysis would be extremely computationally expensive. Of course,a mesh-objective analysis could be contrived using a coarse mesh if the length-scale limiter were chosento be some value greater than the minimum element width. However, since there is then little physicalmotivation for the choice of length-scale limiter, the justi�cation for devoting the signi�cant amount of



Chapter 4: Displacement �nite element analyses 121time needed to implement a regularization method becomes more questionable. For these reasons, itwas decided that FE analyses would be carried out without a means to regularize the continuum. Whilethis leads to a substantially more straightforward numerical implementation, it is acknowledged that allanalyses presented subsequently for which localized solutions exist are mesh dependent. Importantly,this is not to say that the results are meaningless. Indeed, in §4.5.2, it will be shown that increasingthe �neness of the mesh serves to reduce the post-yield load (a �nding which is consistent with that ofLoukidis & Salgado [123]) and, hence, the results presented subsequently can be assured to be conservativeestimates relative to those which would be attained if a regularized continuum had been used.4.4.2 Software selectionThe implicit version of Abaqus (Abaqus/Standard, release 6.7-1) was used to carry out the analysesreported in this chapter. There are two features of Abaqus which made it an appealing software choicefor this investigation (in addition to its availability within the University of Oxford). The �rst was the�exibility to formulate an analysis using either: (i) the in-built graphical user interface, Abaqus/CAE,or (ii) by submitting a text (.inp) �le from the command line. The second was the ability to write abespoke constitutive de�nition (a `User-de�ned Material' or UMAT). Both of these features were usedin this investigation.4.4.3 Initial sti�ness method and constitutive modelTrial analyses con�rmed that converged solutions could not be obtained when the non-associated�ow rule and the NR solution scheme were used. Indeed, the Abaqus message (.msg) �le reported thatnegative eigenvalues were encountered part-way through each analysis, implying that a bifurcation pointhad been reached. This �nding is consistent with those reported in the investigations reviewed in �4.3.2.Accordingly, to allow analyses assuming the non-associated �ow rule to reach completion, the initialsti�ness solution method was used.Abaqus does not possess an in-built facility to maintain a constant K throughout all pseudo time-steps. Consequently, a UMAT was written to: (i) carry out the numerical integration of the rate equations(i.e. to perform the required stress update from a given increment in the strains), and (ii) return theelastic sti�ness matrix, D, in the stress:strain relation, δσ = Dδε, where, for plane strain conditions:
D =
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δσ = [δσxx δσyy δσzz δσxz]

T and δε = [δεxx δεzz 2δεxz ]
T . Appendix A.2 details the algorithm used to



Chapter 4: Displacement �nite element analyses 122carry out the stress update.5The implementation of a generic MC constitutive model (that is, one appropriate to 3-D loading,rather than the more restrictive case of plane strain) is complicated by the hexagonal shape of the yieldsurface in the deviatoric plane. While it is certainly not an insurmountable task to account for the edgesvia the approach of Koiter [126] (see Hazell [127] for details on such an implementation), the restrictionto plane strain allows for a simpler approach. This approach is to implement the DP constitutive model� which assumes a yield surface with circular shape in the deviatoric plane � and select material strengthparameters which provide the same yield stress as a given set of MC parameters. The DP yield criterion,as applicable to 3-D loading, is given as:
fdp =

√

J2 (sij)− αdpp− kdp ≤ 0 (4.4.2)where αdp and kdp are the material strength parameters (which ful�l, respectively, analogous roles to φ′and c′) while J2 is the second invariant of the deviatoric stress tensor and p is the mean stress (J2 and pare given, respectively, in tensor notation, as 1
2sijsij and 1

3σkk, where the dimension of the tensors, σijand sij is 3). For a constant dilation angle, the DP plastic potential is given as:
gdp =

√

J2 (sij)− βdpp (4.4.3)where βdp ful�ls an analogous role to ψ. Appendix A.1 details a derivation of the following relationshipsbetween the MC parameters (φ′, c′, ψ) and their respective DP parameters (αdp, kdp, βdp) to obtain aplane strain parameter match:
βdp =
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kdp =

c′ cosφ′ (3− αdpβdp)
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) . (4.4.6)Table 4.2 lists some equivalent DP parameters (αdp and βdp, with c′ = kdp = 0) for both associated �ow
(ψ = φ′) and combinations of φ′ and ψ which satisfy Bolton's relation (Eq. 2.6.3) for φ′cs = 30◦.Regarding the elasticity parameters, for a perfectly plastic constitutive model obeying an associated�ow rule, the collapse load is unique and, thus, independent of the choice of values for the elasticparameters, E (or G) and ν (cf. the discussion on solution uniqueness in �3.2). Accordingly, the choiceof values for E and ν is typically motivated by numerical considerations; E is chosen to be su�cientlylarge to prevent excessive mesh distortion while ν is chosen to be less than 0.5 since � aside from theproblem that a (1− 2ν) factor is present in the denominator of Eq. 4.2.7 (such that ν = 0.5 would5A secondary advantage of carrying out the stress update via a UMAT was that the MC yield and plasticpotential functions could be used in their native form. Abaqus' in-built implementation of the MC constitutivemodel smooths the discontinuities of the yield and plastic potential functions; this is not necessary and introduceserror.
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φ′ (◦) ψ (◦) αdp βdp30 30 0.4804 0.480435 35 0.5445 0.544540 40 0.6026 0.602630 0 0.5000 0.000038 10 0.5975 0.172846 20 0.6777 0.3355Table 4.2: Equivalent MC and DP parameters for a plane strain parameter match (values for αdp and βdpquoted to 4 d.p.).bring about a singularity in this relationship) � locking phenomena tend to be more prevalent for theincompressible case. For analyses assuming the non-associated �ow rule, even if the existence of a limitload is posited, it can not be assured that it is independent of the elastic parameters. Indeed, sinceEqs 4.3.2 and 4.3.3 depend on Dijkl (which, in turn, is dependent on E and ν), the propensity for lossof uniqueness and localization is also dependent on the elasticity parameters. A full investigation intothe in�uence of the elastic parameters on the limit load was deemed beyond the scope of the work and,accordingly, E = 1GPa and ν = 0.3 were assumed for all analyses. Therefore, it is acknowledged thatthe results presented in the subsequent sections are speci�c, not only to the chosen mesh, but also tothese values for the elastic parameters.4.4.4 Finite element meshAn unstructured mesh of six-node (quadratic) triangular elements was used for all analyses. Themesh was generated using the third-party generator, mesh2D.m, to enable an Abaqus input �le to bewritten without the use of Abaqus/CAE.6 A typical mesh is shown in Fig. 4.3; it consists of two zones,labelled A and B. Zone A was intended to enclose the failure mechanism such that, if localization wasevident, the element width in this zone would dictate the band thickness. Typically, the radius of thecircular segment enclosing zone A was between 3D and 4D, although, if the pipe was deeply embeddedinto a symmetric seabed (i.e. one with t1 = t2), this was taken to be as high as 7D (particularly whenhigh values for φ′ were assigned). Following each analysis, the failure mechanism, as depicted by contoursof plastic strain, was checked to ensure that it was con�ned to zone A.The elements in zone B were much larger than those in zone A since this region was intended to remainelastic throughout an analysis (such that high resolution of the solution in Zone B was unnecessary). Asin the OxLim analyses, at the intersection between the pipe perimeter and the free surface, a singularityin the stress �eld was expected and, accordingly, a very �ne mesh was used at these points (typically,an element width of 0.001D). The ratio of the absolute di�erence between the width of an elementrelative to each of its neighbouring elements was restricted from exceeding a certain tolerance (typically5%) such that this �ne mesh extended around the pipe perimeter. The in�uence of mesh re�nement6mesh2D.m was written by Mr D. Engwirda of the University of Sydney and is currently freely available fromthe MathWorks �le exchange website: http://www.mathworks.com/matlabcentral/fileexchange.
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Fig. 4.3: Typical mesh used in Abaqus analyses (case shown is for t̄1 = 0.4, t̄2 = 0 and contains 4794 elements).throughout zone A is discussed in �4.5.2 but, in general, the width of the elements in this region were,at most, 0.05D. Depending on the choice of values for t̄1, t̄2 and φ′, between 3,000 and 6,000 elementswere present in each mesh.4.4.5 Test strategiesThe results section, �4.5, refers to two types of test: swipe and probe. Due to the use of perfectplasticity in the continuum constitutive relationship (hardening modulus, h̄ = 0), the distinction betweena swipe and a probe test was not envisaged to be critical (indeed, a swipe could be considered a specialcase of a probe). However, for consistency with their usage in the discussion on the experimental resultsin Chapter 5, they will be considered separately. The following discussion sets out the responses expectedfor these two tests by positing that the FE data will be consistent with the predictions of a de-coupled,elastic-perfectly plastic force-resultant model (and, hence, will be consistent with the assumptions of theproposed force-resultant model � which is of the perfectly plastic class if t̄1 and t̄2 are held constant, asthey are for these small-strain analyses).Swipe testA swipe test is carried out by moving the pipe horizontally while maintaining constant verticalpenetration. In accordance with the elastic-plastic decomposition law (Eq. 2.5.1), enforcing constantvertical displacement (i.e. constraining δw to be zero), means that changes in the elastic and plasticcomponents of w must be of equal magnitude and opposite sign, i.e. δwe = −δwp. If the vertical load,
V , changes during the swipe, then the elastic component of vertical displacement must be non-zero (inaccordance with the elastic relations � Eq. 2.6.7). Hence, the plastic vertical displacement component isalso known to be non-zero. If elastic and plastic displacements accumulate simultaneously, then the loadpath must track along the yield surface (it cannot pass inside the yield surface otherwise only elasticdisplacements would accumulate, and it cannot cause the yield surface to expand/contract since perfect
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(a) Swipe test, following no prior vertical loading.
(b) Swipe test, following vertical loading to yield.

(c) Probe test.Fig. 4.4: Schematic plots in u:w and V :H spaces, showing the results expected for the tests discussed in �4.4.5.plasticity is prescribed). Accordingly, a series of swipe tests provides the data necessary to deduce thecurrent instance of the V :H yield surface.Due to the assignment of zero cohesion (c′ = 0), no tensile stresses were permissible and, hence,the V :H yield surface was expected to pass through the origin (a trend also evident from the OxLimresults). Accordingly, a swipe following no prior loading was expected to generate a V :H load pathwhich emanates from the origin and tracks along the current instance of the yield surface, as shownschematically in Fig. 4.4a (path 0→A). As indicated on the �gure, A is the yield point which has its �owvector inclined in the direction parallel to the H axis (such that, on reaching this yield point, purelyhorizontal plastic displacement is allowable). For analyses assuming an associated �ow rule, this yieldpoint is located at the peakH (due to the properties of yield surface convexity and normality, as discussedin Chapter 3). On the other hand, for analyses assuming a non-associated �ow rule, this yield point isnot necessarily located at the peak H; this more general case is shown in the schematic. Fig. 4.4b is aschematic of a swipe test following vertical penetration to yield. As shown in the �gure (path B→C),the V :H load path for this swipe test was expected to emanate from the maximum vertical load, trackalong the current instance of the yield surface, and terminate on the same (V,H) point as the �rst swipe



Chapter 4: Displacement �nite element analyses 126test. Accordingly, for analyses with t̄1 = t̄2 (such that the yield surface is symmetric about the V axis),the two swipes described above are su�cient to determine the current instance of the yield surface. Forthe more general case of t1 > t2, four such swipe test are necessary since the load path resulting from arightward swipe (whether following vertical loading to yield or not) will not be the same as that resultingfrom a leftward swipe.Probe testA probe test is carried out by moving the pipe along a straight-line path (in u:w space), as shownschematically in Fig. 4.4c (path 0→D→E).7 In general, the corresponding V :H load path was expectedto consist of two successive stages. In the �rst, 0→D, the (V,H) load point was expected to pass acrossthe elastic domain while in the second, D→E, the load point was expected to track along the currentinstance of the yield surface. Point E is the point on the yield surface where the �ow vector is inclinedat the angle, α, to the H axis.The above response was envisaged due to the assumption that the pre-yield response is de-coupledfrom the post-yield response. Under this assumption, the (V,H) yield load which is �rst encounteredduring the probe test (point D) is not, in general, the one which has its �ow vector inclined at the angle,
α, to the H axis. Yet, this is the load point which must be reached for purely plastic displacementincrements to occur at a constant (V,H) load state. Hence, the load point must transition from pointD to E and, since there is no reversal in the loading direction and no hardening is permitted, D→E isexpected to track along the yield surface.A probe test therefore identi�es the (V,H) yield point corresponding to a �ow vector of prescribedinclination (i.e. prescribed α value). Accordingly, while swipe tests provide an e�cient means to deducethe current instance of the yield surface, probe tests are valuable in determining the distribution of �owvectors over it. Given the necessity to obtain data to calibrate the �ow rule of the proposed force-resultantmodel, probe tests were used extensively (as will be discussed in �4.5.4).4.4.6 Job submission and results extractionInitially, the Abaqus analyses were formulated in Abaqus/CAE and submitted locally (i.e. on adesktop PC). However, once con�dence was garnered in the success of the Abaqus implementation,the remaining analyses were submitted from the command line. This allowed a batch of jobs to besubmitted e�ciently and enabled the runs to be carried out on the Oxford University supercomputer(where Abaqus/CAE was not available). A MATLAB script was written to generate a batch of Abaqusinput (.inp) �les from a table of data specifying: (i) the boundary geometry (including t̄1 and t̄2), (ii) theconstitutive parameters (αdp, βdp), and (iii) the magnitude and direction of the linear displacement path.7Elsewhere (cf. Martin [34], Zhang [37]), probe tests refer to the load-controlled movement of a footing/pipeelement and the subsequent inspection of the measured displacement path. Here, although a displacement pathis prescribed and the load path is measured, the concept is similar.



Chapter 4: Displacement �nite element analyses 127APython script was written to schedule the submission of those jobs carried out locally while a Bash scriptwas written to carry out the equivalent task on the supercomputer; Appendix B contains commentedversions of both these scripts. Minimal computational advantage was found by multi-threading a singlejob over several cores on the supercomputer clusters, HAL/SAL, and therefore the Bash submissionscript was written to submit several serial jobs concurrently. A second Python script was written toextract selected results from the Abaqus output database (.odb) binary �le to a text �le. A furtherset of MATLAB scripts were written to read the results from this text �le and carry out the requiredpost-processing.4.4.7 Input �le: mesh assignment, boundary conditions and time incrementationEach Abaqus job was submitted using two input (.inp) �les; the �rst to apply gravity loading andthe second to apply displacement-controlled movement to the pipe. Through the use of the Abaqus card,*RESTART, this approach allowed several displacement-controlled analyses to be carried out for everygravity loading analysis (so that several load:displacement paths could be deduced for the same boundarygeometry and assigned material strength parameters). Appendix A.5 contains abridged, commentedversions of both input �les, and their salient features are discussed in the following.The nodal coordinates and their connectivity (as returned from mesh2D.m) were speci�ed in thegravity loading input �le under the Abaqus cards, *NODE and *ELEMENT, respectively. With referenceto Fig. 4.1, nodes located on DE and FA were declared as a common node set, using the card *NSET.Boundary conditions to enforce zero horizontal displacement were speci�ed on this node set (using thecard, *BOUNDARY). The same procedure was used to prescribe boundary conditions on the �xed,horizontal boundary, EF. Elements located on the pipe/soil interface, BC, were also grouped into thecommon element, ETOP, (for reasoning discussed subsequently) using the card, *ELSET.The pipe was de�ned as a rigid body (using the ANALYTICALSURFACE option on the *RIGIDBODY card) to allow resultant boundary conditions to be transferred (via an internal contact algorithm)to the nodes located on the seabed boundary. The geometry of the circular pipe was approximated bya polygon (using the TYPE=SEGMENTS option on the *SURFACE card) such that the pipe could beinitially positioned to align perfectly with the straight-edged perimeter of the seabed. The number ofline segments into which the circular pipe/soil interface was divided was the same as that used in theOxLim analyses (hence, it was assumed that the sensitivity of the limit load to the discretisation ofthe soil domain boundary was the same for ψ < φ′ as for ψ = φ′). All analyses assumed a fully roughpipe/soil interface. Accordingly, the TIED option on card, *CONTACT PAIR, was used to enforce anypoint on the soil boundary initially in contact with a point on the pipe perimeter to remain in contactthroughout an analysis (the rigid body was one member of the contact pair while the other was speci�edas the outward-facing edges of the elements belonging to the set, ETOP).



Chapter 4: Displacement �nite element analyses 128Since the gravity loading and displacement-controlled movement steps were assumed as quasi-static,the card, *STATIC, was declared beneath each *STEP card. Gravity loading was applied using the*DLOAD card (to apply a set of statically equivalent nodal loads to the assigned value of the bodyload per unit area). The movement of the pipe was carried out via the speci�cation of the u and wdisplacement components of the control node of the rigid body (using the *BOUNDARY card). Thegravity loading step was found to take less time to reach completion if the vertical boundaries (DEand FA) were placed on roller, rather than encastré, supports. This was the motivation for the slightalteration in the boundary conditions for the Abaqus analyses compared with those carried out usingOxLim (NB: the choice of roller or encastré was found to have no other in�uence on the load:displacementresponse, providing the support was su�ciently remote from the pipe).The use of the ine�cient (though, robust) initial sti�ness method meant that each analysis required10,000-30,000 pseudo time-steps and lasted 6-24 hours. Accordingly, it was in the interests of bothcomputational e�ciency and memory resource management to limit the amount of data written to �le.For the batch set of analyses reported in �4.5.4, the resultant loads and displacements for the control nodeof the rigid body were output every 60 time-steps (using the HISTORY and FREQUENCY options underthe cards, *OUTPUT and *NODE OUTPUT). Also, for the �nal time-step in an analysis, an output ofthe element strains (both total and plastic) was requested (using the FIELD option under the *OUTPUTand *ELEMENT OUTPUT cards). For pragmatic reasons, the convergence tolerance on the residualload (the ratio of the maximum `out-of-balance' nodal load to the mean nodal load) was also increasedfrom its default value to 0.005 to enable the runs to reach completion within 10,000-30,000 pseudo time-steps (a reserve tolerance of 0.05 was also added to prevent an analysis from aborting prematurely).The number of equilibrium iterations before a time-step was abandoned (and, subsequently, sub-dividedand, then, repeated) was also increased. These changes were speci�ed using the FIELD and TIMEINCREMENTATION options on the *CONTROLS card.4.5 Results4.5.1 Associated �ow (ψ = φ′): swipe and probe testsMotivationSeveral analyses assuming an associated �ow rule were carried out to validate the Abaqus imple-mentation against the lower and upper bounds on the exact solutions determined using OxLim. Plotsshowing the data obtained from the Abaqus analyses for ψ = δ = φ′ = 30◦, t̄1 = t̄2 = 0.4 are shownin Fig. 4.5. Fig. 4.5a contains plots showing the results of two swipe tests while Fig. 4.5b contains plotsshowing the results of three probe tests.
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(a) Tests SW1 and SW2: swipe tests.
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(b) Tests DCP1, DCP2 and DCP3: probe tests.Fig. 4.5: Abaqus swipe and probe test results for t̄1 = t̄2 = 0.4, ψ = δ = φ′ = 30◦.



Chapter 4: Displacement �nite element analyses 130Swipe test results with t̄1 = t̄2The prescribed displacement paths for both swipe tests are shown in the lower right quadrant ofFig. 4.5a. Test SW1 consisted of vertical penetration (0→A→B), then horizontal displacement (B→C),while Test SW2 consisted of horizontal displacement (0→D) without prior vertical penetration. In thelower left quadrant of Fig. 4.5a, the vertical load:displacement paths for both swipe tests are shown. Over0→A, there was a sti� response (large change in V̄ for a small change in w/D), while post-yield (A→B),
w/D increased while V̄ (= 11.43) remained constant. The attainment of constant V̄ is reassuring sincethe yield load is known to be unique for a material obeying a perfectly plastic continuum constitutivemodel and an associated �ow rule (cf. �3.2). Over B→C (the portion of the test consisting of the swipeitself), V̄ reduced to 4.72 and H̄ increased to 1.63. An inspection of the plot in u/D:H̄ space (in theupper right quadrant) reveals that, towards the end of the swipe, H̄ remained constant with increasing
u. This implies that the (V̄ , H̄) load point at C is a yield point and that the �ow vector at C isparallel to the H̄ axis. Accordingly, the results of Test SW1 suggest that the parallel point is located at
(
V̄ , H̄

)
= (4.72, 1.63). For Test SW2, the plot in u/D:H̄ space shows that a constant post-yield horizontalload was also attained, and that the value of H̄ at point D is the same as that at point C. V̄ increasedover 0→D, reaching a �nal value of 4.44 such that, as expected, C and D plot on (approximately) thesame point in V̄ :H̄ space � namely, the parallel point. Due to the arguments set out in �4.4.5, the

V̄ :H̄ load paths, B→C and 0→D, are expected to overlie the current instance of the yield surface; thispostulate is shown to be true subsequently, via a comparison with the OxLim-derived data.Probe test results with t̄1 = t̄2For the three probe tests, DCP1, DCP2 and DCP3, the prescribed displacement paths are shown inthe lower right quadrant of Fig. 4.5b. 0→E was common to each probe test, and consisted of verticalpenetration to 1.1x10−4D (this distance was deduced from the results of Test SW1 and was intended toposition point E mid-way along the V̄ extent of the current instance of the yield surface). The secondportion of each test was the probe itself, for which the speci�ed α values for Tests DCP1, DCP2 and DCP3were, respectively, 0◦, 34◦ and −53◦. As shown in the upper left quadrant of Fig. 4.5b, the load pathsin V̄ :H̄ space, for each probe, are seen to consist of two stages: the �rst is approximately linear, whilethe second is curved. Indeed, this is similar to the response that was shown schematically in Fig. 4.4cand, thus, broadly con�rms the claim that the data generated from the FE analyses is consistent withthat of an elastic-perfectly plastic force-resultant model. However, it is noteworthy that the transitionfrom an elastic to an elastic-plastic response occurred more gradually than that shown schematically inFig. 4.4c. This suggests that the spread of plasticity throughout the continuum occurred gradually, suchthat � although each element of the continuum undergoes a sudden transition from elastic to elastic-plastic behaviour � some elastic/plastic coupling is evident in the force-resultant data (speci�cally, the
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Fig. 4.6: Plot in V̄ :H̄ (δwp:δup) space, for t̄1 = t̄2 = 0.4 and φ′ = δ = ψ = 30◦, showing: (i) the mean of theOxLim LB and UB (V̄ , H̄) yield points, and (ii) the Abaqus load paths from Tests SW1, SW2 andDCP1-DCP3.sti�ness depends on the proximity of the loads to the yield surface). Towards the end of each probe, theplots in both V̄ :w/D and u/D:H̄ spaces show the attainment of constant V̄ and H̄ with increasing w and
u. Accordingly, each load path was expected to terminate on the yield point which has its �ow vectorinclined to the H̄ axis at the prescribed value for α. For Test DCP1, the (V̄ , H̄) coordinates of point Fare (4.60, 1.63). This is, reassuringly, in close proximity to points C and D in Fig. 4.5a (the locations ofthe parallel point, as inferred from the results of Tests SW1 and SW2, respectively). For Test DCP2, theload path, E→H, terminates at (V̄ , H̄) = (11.33, 0.09). This is close to the maximum sustainable V̄ of11.43 (as inferred from Test SW1), which is unsurprising given the fan of �ow vectors which was foundto be located at the apex of the yield surface in Chapter 3 (see Fig. 3.12). The load path for Test DCP3(E→F) terminates close to the origin in V̄ :H̄ space which, again, is unsurprising due to the presence ofa second apex located there.Comparisons with OxLim resultsTo enable a clearer comparison to be drawn between the load paths of the �ve tests shown in Fig. 4.5,the data has been re-plotted in Fig. 4.6 on a common set of V̄ :H̄ axes. The mean of the lower andupper bound yield load estimates obtained from OxLim, for the same values of t̄1, t̄2, φ′, ψ and δ, arealso plotted. The load paths obtained from the Abaqus swipe and probe tests are seen not only to beself-consistent (in the sense that they terminate on a common curve) but, also, they plot within closeproximity to the OxLim bounds.8 Flow vectors inferred from the Abaqus probe and swipe tests are alsoincluded on this plot and, as expected, these �ow vectors appear to plot normal to the instance of theyield surface implied by the Abaqus load paths (and the locus of the mean OxLim (V̄ , H̄) yield points).

8The same mesh was used for Tests SW1-SW2 and DCP1-DCP3. Therefore, the error due to the �nite spatialresolution imposed by the mesh was common to all tests.
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(a) Tests SW3, SW4, SW5 and SW6: swipe tests.
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(b) Tests DCP4, DCP5, DCP6 and DCP7: probe tests.Fig. 4.7: Abaqus swipe and probe test results with t̄1 = 0.4, t̄2 = 0, ψ = δ = φ′ = 30◦.



Chapter 4: Displacement �nite element analyses 133Swipe tests with t̄1 > t̄2While the plots in Figs 4.5 and 4.6 provide validation of the Abaqus implementation, it was deemedworthwhile to carry out further validation tests for an asymmetric seabed surface (i.e. one with t1 6= t2).The results of several analyses carried out with ψ = δ = φ′ = 30◦, t̄1 = 0.4 and t̄2 = 0, are shown inFig. 4.7. The prescribed swipe test displacement paths are, again, shown in the lower right quadrant ofFig. 4.7a but, due to the asymmetry in the seabed surface, four, rather than two, swipes were carried out;SW3: a rightwards swipe (B→C) following penetration to 3.0x10−4D (0→A); SW4: a leftwards swipe(B→D) following penetration to 3.0x10−4D (0→A); SW5: a rightwards swipe (0→E) following no priorpenetration and SW6: a leftwards swipe (0→F), also following no prior penetration (O→F). Concerning0→A (the common vertical penetration portions of Tests SW3 and SW4), the plot in V̄ :w/D space showsthat the chosen penetration distance was su�cient for V̄ to reach a steady value, while the plot in H̄:u/Dspace shows that H̄ increased even though no horizontal displacement was prescribed. Therefore, the FE-derived data suggests that some cross-coupling is evident in the force-resultant relationship (speci�cally,
kHw in Eq. 2.6.7 is greater than zero).9 The swipes, B→C and 0→E, terminate at approximately thesame yield point in V̄ :H̄ space � the yield point with a �ow vector parallel to the H̄ axis and pointingin the direction of increasing H̄. Likewise, the swipes, B→D and 0→F, also terminate at approximatelythe same point in V̄ :H̄ space � the yield point with a �ow vector parallel to the H̄ axis and pointing inthe direction of decreasing H̄. The load paths for each of the four swipes form a closed surface which,for the reasons set out in �4.4.5, is expected to be within close proximity to the current instance of theyield surface. Under the assumption that the V̄ :H̄ load path for B→C is indeed a portion of the yieldsurface, it is interesting that part of the load path for vertical penetration, 0→A, tracks along that forB→C. This suggests that purely vertical penetration requires positive H̄ (i.e. if the pipe were to undergopenetration without any horizontal restraint, it would be pushed leftward).Probe tests with t̄1 > t̄2Fig. 4.7b shows the results of four probe tests: DCP4, DCP5, DCP6 and DCP7. Like the probe testson the symmetric seabed (DCP1-DCP3), vertical penetration (0→G) was carried out before the start ofthe probe itself, so as to give a starting (V̄ , H̄) load point bounded within the current instance of theyield surface. As shown in the upper left quadrant of Fig. 4.7b, the load paths for the probes are seento follow the same pattern as those carried out on the symmetric seabed. Namely, there is an initial,linear portion (over which the soil remained elastic), followed by a curved portion (as plasticity beganto spread throughout the continuum). The plots in V̄ :w/D and u/D:H̄ spaces show that the magnitudeof the displacement applied in each probe was su�ciently high to allow w and u to accumulate while9If kHw 6= 0 for t̄1 6= t̄2 (and, yet, due to symmetry, kHw = 0 for t̄1 = t̄2), there is the implication that theelasticity parameters should be taken as functions of t̄1 and t̄2. However, as will be discussed in Chapter 6, thislevel of sophistication in the calibration of the proposed force-resultant model was deemed to be beyond the scopeof the current work.
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Fig. 4.8: Plot in V̄ :H̄ (δwp/D:δup/D) space, for t̄1 = 0.4, t̄2 = 0 and ψ = δ = φ′ = 30◦, showing: (i) the meanof the OxLim LB and UB (V̄ , H̄) yield points, and (ii) the Abaqus load paths from Tests SW3-SW6and DCP4-DCP7.
V̄ and H̄ remained constant (i.e. the extent of each probe was large enough to generate a load pathwhich terminates at the point on the yield surface where the �ow vector is inclined to the H axis atthe prescribed value for α). For Test DCP4, α was speci�ed as 0◦. Accordingly, it is unsurprisingthat the load path for this test, and the load paths for Tests SW3 and SW5, appear to terminate atapproximately the same point in V̄ :H̄ space. The prescribed α values for Tests DCP5, DCP6 and DCP7were, respectively, −63◦, −45◦ and 131◦. For DCP5 (G→I) and DCP6 (G→J), the load paths are seen toterminate on the upper portion of the yield surface, with point I located closer to the origin than point J.This response was expected since, in light of the OxLim results, a fan zone of �ow vectors grouped aroundpure vertical uplift were expected at the origin. For Test DCP7, the load path, G→H, consists of a smallelastic part (owing to the close proximity of G to the lower portion of the yield surface), followed by anelastic-plastic portion which terminates close to the apex of the yield surface in the positive V̄ , positive
H̄ quadrant of the V̄ :H̄ plane. Fig. 4.8 is a plot of the load paths for Tests SW3-SW6 and DCP4-DCP7on a common set of V̄ :H̄ axes, together with the locus of (V̄ , H̄) yield point obtained from OxLim forthe same t̄1, t̄2, φ′, ψ and δ. Good agreement is again observed between the Abaqus and OxLim data.Other testsTable 4.3 lists some further yield load estimates obtained from OxLim and Abaqus for a range ofvalues for t̄1, t̄2 and ψ = φ′ = δ. Each OxLim yield load was deduced from an analysis carried outunder velocity control, with α = 90◦, whereas each Abaqus yield load was obtained from a probe test,again, with α = 90◦. The table lists the LB OxLim, UB OxLim, mean OxLim and Abaqus values ofthe magnitude of the dimensionless resultant yield load, |β/γ′D2| =

√

V̄ 2 + H̄2. The OxLim error isgiven by Eq. 3.5.3, whereas the Abaqus error is de�ned as the absolute di�erence between the Abaqusresult and the mean OxLim value, normalized by the mean OxLim value. The largest Abaqus error was7.75%, for t̄1 = 0.4, t̄2 = 0, φ′ = ψ = δ = 20◦, while the errors for the other cases were all less than
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t̄1 t̄2 φ′ = ψ (◦)

|β/γ′D2|,Abaqus |β/γ′D2|,LBOxLim |β/γ′D2|,UBOxLim |β/γ′D2|,averageOxLim OxLimerror (%)

Abaquserror (%)0.1 0.1 20 0.707 0.680 0.692 0.686 0.890 3.0330.1 0.1 30 2.962 2.910 2.983 2.947 1.235 0.5280.2 0.2 20 1.469 1.427 1.447 1.437 0.711 2.2410.2 0.2 30 5.778 5.677 5.844 5.761 1.455 0.3030.4 0.4 20 3.083 2.956 3.031 2.994 1.251 2.9830.4 0.4 30 11.429 10.931 11.193 11.062 1.187 3.3170.4 0.0 20 0.756 0.694 0.709 0.701 1.050 7.7460.4 0.0 30 2.943 2.809 2.885 2.847 1.327 3.398Table 4.3: Selected Abaqus results (assuming associated �ow and a fully rough interface, φ′=δ), together withthe equivalent OxLim results (all values for |β/γ′D2|, and each error).4%. In all likelihood, the primary reason for these errors was insu�cient mesh re�nement in the Abaqusanalyses. Nevertheless, these error magnitudes are su�ciently small that, when viewed together with thecomparison plots (Figs 4.6 and 4.8), they provide a convincing validation of the Abaqus implementationfor the special case of associated �ow.4.5.2 Non-associated �ow (ψ < φ′): mesh sensitivity analysesMotivationAs discussed in �4.4.1, since no method was used to regularize the continuum, mesh dependencewas anticipated for all analyses assuming a non-associated �ow rule. To gauge the sensitivity of theload:displacement response to mesh re�nement, four trial analyses, each using a di�erent mesh, werecarried out with δ = φ′ = 30◦, ψ = 0◦ and t̄1 = t̄2 = 0.2. The meshes di�ered by the choice of elementwidth for Zone A (as labelled in Fig. 4.3), with the target element widths prescribed as: 0.065D, 0.04D,0.02D and 0.01D. For the latter case, this meant that the mesh contained more than 30,000 elements.In each analysis, the pipe was subjected to vertical penetration (i.e. a probe test with α = 90◦) until thegradient of the vertical load:displacement path deviated by a su�cient amount to suggest that a plasticresponse had been attained.Vertical load:displacement responseFig. 4.9a shows the vertical load:displacement paths for the four trial analyses, as well as a plot of theresults of an analysis assuming associated �ow (for ψ = δ = φ′ = 30◦ and t̄1 = t̄2 = 0.2). One immediatedi�erence between the results for the associated and non-associated analyses is that, for the former,the load:displacement response is smooth whereas, for the latter, it contains �uctuations. Despite thepresence of �uctuations, the load:displacement curves for all �ve cases are broadly similar to each other.In particular, the �uctuations for each non-associated analysis appear to be about a constant value for
V̄ . This suggests that it is appropriate to characterize the load:displacement response in terms of elasticbehaviour prior to yield, and a constant limit load post-yield (theoretical reasoning, in isolation, was



Chapter 4: Displacement �nite element analyses 136

PSfrag replacements

0.04D0.01D0.02D0.065DOxLim solution bounded in this range
associated �owV̄

w/D ×10−4
0 1 2 3 4 5 6 7

0

1

2

3

4

5

6

(a) V̄ :w/D paths for various meshes.

PSfrag replacements

%

reductioninyie
ldload

average element width in Zone A0 0.02 0.04 0.06 0.08
50

60

70

80

90

100

(b) % reduction in the yield load with averageelement width in Zone A.PSfrag replacements
−2 −1 0 1 2

−1.5

−1

−0.5

0

0.5

PSfrag replacements
−2 −1 0 1 2

−1.5

−1

−0.5

0

0.5

(c) U = 0.99 contour (left) and the contours of shear strain (right) for a Zone A element width of 0.065D.PSfrag replacements
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(d) U = 0.99 contour (left) and the contours of shear strain (right) for a Zone A element width of 0.04D.PSfrag replacements
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(e) U = 0.99 contour (left) and contours of shear strain (right) for a Zone A element width of 0.02D.PSfrag replacements
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(f) U = 0.99 contour (left) and contours of shear strain (right) for a Zone A element width of 0.01D.Fig. 4.9: In�uence of mesh re�nement on the yield load and the failure mechanisms for t̄1 = t̄2 = 0.2, δ = φ′ =
30◦, ψ = 0◦.



Chapter 4: Displacement �nite element analyses 137not su�cient to arrive at this conclusion). However, the �gure shows that mesh re�nement leads to areduction in the value of the yield load � a �nding which is consistent with the investigation reported byLoukidis & Salgado [123]. Accordingly, it can be concluded that the yield loads deduced from the non-associated analyses are speci�c to the prescribed spatial discretisation (i.e. the mesh). Fig. 4.9b showsthe percentage reduction in the yield load (relative to the associated value) plotted against the averageelement width in Zone A. For the smallest element width (0.01D), the yield load is approximately 69%of the reference associated �ow value, V̄ = 5.78.Failure mechanismsFor the �nal time-step of each non-associated analysis, the plots in Figs 4.9c�4.9f show: (i) the 0.99contour of utilization, and (ii) the spatial distribution of shear strain. For the analysis using the coarsestmesh, the U = 0.99 contour plot in Fig. 4.9c reveals many small, distinct yielded zones distributedthroughout the soil mass. This is in stark contrast to the large, homogeneous yielded zones evident fromthe associated analyses (e.g. Fig. 3.7, page 84). Although a clear failure mechanism is not discerniblefrom either the U = 0.99 contour plot or the shear strain contour plot in Fig. 4.9c, it is noteworthy thata non-yielded zone of approximately triangular shape is located immediately beneath the pipe invert.This is similar to the false head which was evident in the associated analyses assuming a rough pipe/soilinterface, as discussed in Chapter 3. Fig. 4.9d contains the contour plots for the analyses carried outusing the mesh with an average element width of 0.04D. A comparison between the U = 0.99 contourplots in Figs 4.9c and 4.9d reveals that the pockets of yielded material for the �ner mesh are smallerthan those for the coarsest mesh. Indeed, the plot of the shear strain contours in Fig. 4.9d suggests thatdeformation is concentrated in thin bands (i.e. a localized failure mechanism is evident). An examinationof Figs 4.9e and 4.9f reveals that the localized failure mechanism becomes even more pronounced for the�ner meshes; in particular, for the �nest mesh, a criss-cross pattern of thin localized zones is readilyapparent. Accordingly, smearing the discontinuity over a wider extent is seen to increase the resultantyield load. The identi�cation of localized failure modes for each of the non-associated analyses is alsoconsistent with the notion that the formation and disappearance of shear bands is responsible for the�uctuations in the vertical load:displacement response.Mesh selectionOn completing these trial analyses, it was necessary to select a mesh for the remainder of the analysesundertaken to calibrate the force-resultant model. Although 0.01D is, at least, an order of magnitudegreater than the thickness of an actual shear band (for realistic values for D), the analyses lasted approxi-mately three days. In carrying out a parametric study to determine the instance of the V̄ :H̄ yield surface(and distribution of �ow vectors) for a range of soil geometries and strengths, three days of computingtime for a single analysis was deemed excessive. Accordingly, for pragmatic reasons, a mesh with an



Chapter 4: Displacement �nite element analyses 138element width in Zone A of approximately 0.05D was used in all of the analyses reported subsequently.The implication of this, with regard to the calibration of the force-resultant model, is that each yieldsurface deduced from the data generated for the non-associated analyses is expected to be larger thanthat which would have been obtained if an appropriate length-scale (element width) had been used.Nevertheless, by accounting for non-association in this manner, better approximations to the V :H yieldsurface were expected to be obtained than if data generated from analyses assuming associated �ow hadbeen used in isolation. Furthermore, the non-associated analyses were expected to provide vital insightinto the distribution of �ow vectors over the yield surface, from which the force-resultant model's �owrule was to be calibrated.4.5.3 Non-associated �ow (ψ < φ′): swipe and probe testsMotivationWith an associated �ow rule, and for a given combination of values for t̄1, t̄2, φ′ and δ, the V̄ :H̄load paths obtained from the swipe and probe tests were found to terminate on a common curve. Via acomparison with the OxLim data, this curve was con�rmed as the instance of the yield surface for thechosen combination of t̄1, t̄2, φ′ and δ. At the outset of the work, this response was expected since theassignment of the associated �ow rule for a perfectly plastic continuum constitutive model was knownto give unique solutions for the stresses and, hence, a unique V̄ :H̄ yield surface. For the assignmentof the non-associated �ow rule, such assurances could not be deduced from theoretical reasoning alone.Accordingly, for a given mesh, it was of interest to assess whether a similarly consistent depiction ofthe response at yield could also be obtained using a non-associated �ow rule. If so, conclusions couldthen be drawn as to the in�uence of reducing ψ (below φ′) on the size and shape of the yield surface, aswell as the distribution of �ow vectors (under the proviso that the results are appropriate to the givenlength-scale imposed by the mesh being employed).Swipe test resultsFig. 4.10a shows the results of two swipes tests carried out for t̄1 = t̄2 = 0.4, φ′ = 30◦, ψ = 0◦. Asshown in the lower left quadrant of the �gure, the �rst swipe, B→C (Test SW7), commenced followingno prior vertical loading whereas the second swipe, 0→D (Test SW8), commenced following verticalpenetration to yield (O→A→B). Like the results presented in �4.5.2, the load:displacement paths inboth V̄ :w/D and u/D:H̄ spaces contain the �uctuations that are symptomatic of localization. However,relative to the absolute values of the loads, the �uctuation amplitudes are su�ciently low that they donot mask the trends in the data. Indeed, the responses of Tests SW7 and SW8 are, in several respects,similar to those of Tests SW1 and SW2. In particular, towards the ends of Tests SW7 and SW8, theload �uctuations appear to be about consistent values of V̄ and H̄ (0.75 and 0.72 respectively to 2 d.p.);
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(a) Tests SW7 and SW8: swipe tests.
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(b) Tests DCP8, DCP9 and DCP10: probe tests.Fig. 4.10: Abaqus swipe and probe test results for t̄1 = t̄2 = 0.4, φ′ = δ = 30◦, ψ = 0◦.
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Fig. 4.11: Plot in V̄ :H̄ (δwp:δup) space, for φ′ = δ = 30◦, t̄1 = t̄2 = 0.4, showing: (i) the mean of the OxLimLB and UB (V̄ , H̄) yield points for ψ = 30◦, and (ii) the Abaqus load paths from Tests SW7, SW8and DCP8-DCP10 for ψ = 0◦.this observation is in keeping with the expectation of reaching a parallel point. Furthermore, if it isassumed that the V̄ :H̄ load paths for B→C and 0→D overlie the current instance of the yield surface,then its shape is broadly similar to that deduced from the swipe tests assuming the associated �ow rule(as implied by the load paths, B→C and 0→D, in Fig. 4.5).There is, however, one key di�erence between the results of the associated and non-associated swipetests. This di�erence concerns the location of the parallel point in the V̄ :H̄ plane (if indeed the pointslabelled C and D in the upper left quadrant of Fig. 4.10a are assumed to be the location of the parallelpoint). For the associated swipe tests, the parallel point was found to be located at the peak H̄ onthe yield surface (a �nding which is consistent with the fact that an associated �ow rule for a perfectlyplastic continuum constitutive model must lead to a force-resultant yield surface which is convex, anda force-resultant �ow rule which obeys normality). By contrast, for the non-associated swipe tests, the
V̄ coordinate at the parallel point was found to be less than the V̄ coordinate of the point on the yieldsurface where H̄ attains a maximum. Accordingly, for the assignment of a non-associated �ow rule,the transition from downward to upward movement at the initiation of lateral displacement occurs at alower value of V̄/V̄0 (where V̄0 (= V0/γ′D2) is the V̄ dimension of the yield surface) than for the assignmentof an associated �ow rule.10 As discussed throughout Chapter 2, it is important that a force-resultantmodel can predict, to a high level of accuracy, the tendency for the pipe to initially penetrate or riseupwards. Clearly then, a non-associated �ow rule is required for the proposed model. These deductionsare consistent with the �ndings of experimental investigations of the combined (vertical, horizontal andmoment) loading of a surface foundation on sand, e.g. Gottardi et al. [35], Byrne [58], Bienen et al. [128].The di�ering positions of the parallel points for the associated and non-associated analyses are re-�ected in the presence of a peak in the u/D:H̄ plot of Test SW8, as shown in upper right quadrant ofFig. 4.10a. This peak arises because the load point tracks along the yield surface � surpassing the maxi-mum H̄ in doing so � to reach the parallel point. Only if a non-associated force-resultant �ow rule is10V̄0 is used here, rather than V̄1 and V̄2 (two of the four hardening parameters of the proposed force-resultantmodel), to emphasize that the current discussion is restricted to the initiation of plastic displacement about theas-laid position (i.e. for t̄1 = t̄2).
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Fig. 4.12: Tests DCP11, DCP12 and DCP13: probe test results for t̄1 = 0.4, t̄2 = 0, φ′ = δ = 30◦, ψ = 0◦.used can the proposed model replicate this load:displacement response. It is noteworthy that, for certainloading histories, a peak in u/D:H̄ space is likely to be encountered for an on-bottom pipe on eitherundrained clay or drained sand. However, for each soil type, it is important to bear in mind that thereasons for the peaks are quite di�erent. For undrained clay, the peak in u/D:H̄ space is due to suctionbuild-up and its subsequent release (i.e. a response due to hardening and, subsequently, softening). Onthe other hand, as outlined above, the peak in u/D:H̄ space for drained sand arises because the value of
H at the parallel point is less than the maximum H on the yield surface for t1 = t2.Probe test resultsThree probe tests, DCP8, DCP9 and DCP10, were carried out for t̄1 = t̄2 = 0.4, φ′ = 30◦ and
ψ = 0◦. Unlike the probe tests reported thus far (DCP1-DCP7), none of these three probes were carriedout following vertical penetration. Rather, as shown in plot in the lower right quadrant of Fig. 4.10a,displacement commenced without prior vertical penetration. The prescribed α values for Tests DCP8,DCP9 and DCP10 were, respectively, 20◦, 40◦ and 60◦. As for the two swipe tests (SW7 and SW8),an inspection of the load:displacement responses in both V̄ :w/D and u/D:H̄ spaces reveals that, despitethe load �uctuations, the magnitude of each probe was su�ciently high such that, on average, V̄ and
H̄ tended towards constant values. Accordingly, the �nal load point of each probe test can be readilyidenti�ed as a (V,H) yield point, and the �ow vector at each yield point is known to be inclined to the
H̄ axis at the prescribed value for α. For Test DCP10 (the 60◦ probe), the load path in V̄ :H̄ spaceis seen to terminate on the V̄ axis. Accordingly, the results of this test suggest that the yield surface
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Fig. 4.13: Plot in V̄ :H̄ (δwp/D:δup/D) space, for t̄1 = 0.4, t̄2 = 0, φ′ = δ = 30◦, showing: (i) the mean of theOxLim LB and UB (
V̄ , H̄

) yield points for ψ = 30◦, and (ii) the Abaqus load paths from TestsDCP11-DCP13 for ψ = 0◦.admits a multitude of �ow vectors at the maximum V̄ (such that plastic displacement with a horizontalcomponent can occur even if H̄ = 0). For an associated �ow rule, this conclusion was drawn in �3.6.5based upon the OxLim-generated data (and, indeed, it is also evident from the Abaqus results assumingan associated �ow rule � cf. the proximity of points B and G in Fig. 4.6). Now it is apparent that, for anon-associated �ow rule, the yield surface should also possess an apex at the maximum V̄ . For the othertwo probes (Tests DCP8 and DCP9), the load paths terminate at a point in V̄ :H̄ space remote from theapex. Unsurprisingly, the load path for DCP8 (0→E, the 20◦ probe) terminates closer to the parallelpoint than the load path for Test DCP9 (0→F, the 40◦ probe).Comparison between swipe and probe test resultsFig. 4.11 is a plot of the load paths for Tests SW7-SW8 and DCP8-DCP10 on a common set of V̄ :H̄axes. Also included on the plot is the locus of the mean of the LB and UB yield points obtained fromOxLim for t̄1 = t̄2 = 0.4, δ = ψ = φ′ = 30◦. This plot reveals that the load paths for the probe teststerminate within close proximity to the load paths for the two swipe tests (B→C and 0→D), implyingthat, while the V̄ :H̄ load paths deduced from the non-associated Abaqus analyses are mesh dependent,a consistent depiction of the response at yield can nevertheless be obtained for a particular mesh and,hence, a particular length-scale (i.e. lack of solution uniqueness appears to pertain only to the spatialdiscretisation). This �nding is important because it suggests that the non-associated Abaqus analysescan be used to provide the appropriate data to calibrate the proposed force-resultant model. Fig. 4.11 alsoshows that the non-associated load paths plot inside the locus of associated �ow yield points, consistentwith Radenkovi¢'s theorem (cf. point 2., page 72). It is noteworthy that a non-associated �ow rule bringsabout a greater reduction in the peak vertical load than the peak horizontal load � quanti�cation andfurther discussion of this observation is provided in �4.5.4).



Chapter 4: Displacement �nite element analyses 143To con�rm that probe tests could also be used to generate (V̄ , H̄) yield points for an asymmetricseabed obeying a non-associated �ow rule, three probe tests, DCP11, DCP12 and DCP13, were carriedout for t̄1 = 0.4, t̄2 = 0, δ = φ′ = 30◦ and ψ = 0◦. The results of these tests are shown in Fig. 4.12and, in general, they are seen to be qualitatively similar to those of Tests DCP8-DCP10. In particular,while load �uctuations are again evident, on average, the loads are seen to tend towards constant values.Accordingly, as for Tests DCP8-DCP10, the (V̄ , H̄) load point reached at the end of each test can beidenti�ed as a yield point. In V̄ :H̄ load space, the yield points labelled H, I and J plot within the positive
V̄ , positive H̄ quadrant. Given that the α value assigned for Test DCP11 was 124.0◦ (such that the �owvector for this test has a negative δup component), it is likely that the instance of the V̄ :H̄ yield surfacefor t̄1 = 0.4, t̄2 = 0, δ = φ′ = 30◦ and ψ = 0◦ is solely con�ned to this quadrant of the V̄ :H̄ plane(this claim will be con�rmed subsequently based upon the results of the batch-set of Abaqus analyses).Fig. 4.13 is a plot of the load paths for Tests DCP11-13 (0→H, 0→I and 0→J) on the same V̄ :H̄ axesas the locus of the mean of the LB and UB OxLim yield points for t̄1 = 0.4, t̄2 = 0, ψ = δ = φ′ = 30◦.The non-associated Abaqus load paths are, again, seen to plot inside the locus of associated yield points,which is again consistent with Radenkovi¢'s theorem. It is noteworthy that the yield points J and H plotsigni�cantly closer to the locus of associated (V̄ , H̄) yield points than the yield point I.4.5.4 Non-associated �ow (ψ < φ′): V :H yield lociSummaryThus far, results have been presented to: (i) validate the Abaqus implementation of the displacementFE method for the limiting case of associated �ow (�4.5.1), (ii) show that mesh re�nement leads to areduction in the post-yield load (�4.5.2), and (iii) demonstrate that, when a non-associated �ow rule isprescribed, probe and swipe tests can be used to obtain data to infer the response at yield (�4.5.3). Withthese preliminaries in place, this section reports the results of the batch-set of Abaqus probe tests carriedout to generate the data needed to calibrate the proposed force-resultant model.Geometric and constitutive parameter selectionThe duration of each Abaqus analysis was several orders of magnitude greater than its OxLim coun-terpart. Accordingly, due to time limitations, it was not feasible to carry out Abaqus analyses for everycombination of t̄1, t̄2, φ′ and δ considered in Chapter 3 (with several values of ψ for each). Instead,Abaqus analyses were carried out for just the 19 combinations of t̄1, t̄2, φ′ and ψ listed in Table 4.4, witha fully rough interface (δ = φ′) assumed in all cases. Each of the pairings of φ′ and ψ listed in the tablesatis�es Bolton's relation (Eq. 2.6.3) for φ′cs = 30◦. The non-dilatant case (φ′ = 30◦, ψ = 0◦) corresponds(in an idealized sense) to a sand at critical state, whereas the inclusion of positive ψ for φ′ = 38◦ and
φ′ = 46◦ corresponds to a dense sand.
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t̄1 t̄2 φ′ [ψ] (both ◦)0.2 0.0, 0.1, 0.2 30 [0]0.4 0.0, 0.1, 0.2, 0.4 30 [0]; 38 [10]; 46 [20]0.6 0.0, 0.1, 0.2, 0.4 30 [0]Table 4.4: Values for t̄1, t̄2, φ′ and ψ for probe tests (all analyses assumed a fully rough interface, δ = φ′).Job submission procedureAs detailed in �3.6.4, the submission of the OxLim analyses was automated in such a way so as togenerate a set of evenly distributed yield points in the V̄ :H̄ plane. Similarly, it was also desirable toobtain an even distribution of yield points from the batch-set of Abaqus analyses. However, for thefollowing two reasons, the procedure used to automate the submission of the OxLim analyses was notused for the work carried out in Abaqus.1. The success of the automated submission of the OxLim analyses relied upon the availability of mixedvelocity/load control (to allow the (V,H) yield point corresponding to a prescribed ratio of V : Hto be found). For the Abaqus analyses, by contrast, the complete elastic-plastic load:displacementcurve could only be obtained using displacement control since there is no further change in the loadon reaching the fully plastic state (such that imposing any such change would result in convergencefailure).2. The yield load for each Abaqus analysis was not deduced in an entirely automated manner. Instead,a plot of the resultant dimensionless load, √V̄ 2 + H̄2, against the resultant displacement, √w2 + u2,was �rst constructed, from which the portion of the test over which the possibly �uctuating resultantload remained steady (in an average sense) was then selected manually. The V̄ and H̄ components ofthe yield load were then calculated as the average values recorded over the plateau region.For the Abaqus work, therefore, an alternative job submission procedure was sought. The �rst stepof this procedure was to carry out a set of eight probe tests � the most which could be submitted toa single core on the supercomputer. The α values for these eight tests were taken at equally spacedintervals � typically, every 45◦ for an asymmetric seabed (i.e. one with t1 6= t2). Then, from a plot of thedistribution of yield points in the V̄ :H̄ plane, those pairs of yield points separated by the largest distance(in V̄ :H̄ space) were identi�ed. For every such pair, new α values lying between the two α values used togenerate the original pair of yield points were selected. Eight further analyses were then submitted, andthe process repeated. Typically, four sets of eight probe tests (i.e. a total of 32 analyses) were carriedout to attain the required coverage in the V̄ :H̄ plane (although, the inability to pinpoint yield points atdesignated ratios of V̄ to H̄ � as was the case for the work carried out using OxLim � inevitably meantthat some greater scatter would be evident in the locus of Abaqus-generated yield points).
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V̄ :H̄ loci with t̄1 = t̄2 = 0.4For comparative interest, Fig. 4.14a is a plot of the locus of (V̄ , H̄) yield points obtained from theOxLim analyses with ψ = φ′ = 30◦, together with the corresponding �ow vectors in δwp/D : δup/D space.Fig. 4.14b is a plot of the equivalent data for the φ′ = 30◦ non-dilatant (i.e. ψ = 0◦) case, as obtainedfrom the Abaqus analyses. The scales of both the V̄ and H̄ axes in Figs 4.14a and 4.14b are the samein order to allow the in�uence exerted by ψ on the size of the yield locus to be readily deduced. Thepeak values of V̄ and H̄ for the associated case are 11.60 and 1.56 respectively, whereas their equivalentvalues for the non-dilatant case are 8.78 and 1.30 (75.7% and 83.0% of their respective associated values).Hence, as discussed in preceding sections, the inclusion of a non-associated �ow rule is seen to bring abouta reduction in the size of the yield locus relative to its associated counterpart (proportionately more soalong its extent parallel to the V̄ axis than its extent than parallel to the H̄ axis). This observation isconsistent with the theoretical �ndings of Radenkovi¢ [75], which were noted in �4.5.3.A second consequence of the inclusion of a non-associated �ow rule � which was also discussed in�4.5.3 � is that the parallel point is shifted closer to the H̄ axis. For the associated case, the parallelpoint is at V̄ = 4.44, such that plastic displacement with a positive vertical component (penetration) isexpected over 59.8% of the V̄ extent of the yield locus. On the other hand, for the non-dilatant case,the parallel point is located at V̄ = 0.76, such that penetration is expected over 91.3% of the V̄ extentof the yield locus. Accordingly, the �ow vectors generated from the non-associated analyses are rotatedrelative to their associated counterparts so as to give a greater downward (or lesser upward) component.Like the associated case, the yield locus for the non-dilatant case appears to have two apexes: one at theorigin and the other at the peak vertical load. A fan of �ow vectors is evident at each apex, as indicatedon the plot in Fig. 4.14b.The above comparison provides valuable insight into the in�uence of the convenient assumptionof associated �ow. However, it is also important to draw comparisons between the yield loci (and thedistribution of �ow vectors) for di�erent pairings of φ′ and ψ which satisfy Bolton's relation for φ′cs = 30◦(since this implies � albeit in an idealized sense � that the two parameter sets correspond to the samesand at di�erent relative densities). Figs 4.14c and 4.14d are, respectively, plots of the loci of (V̄ , H̄)yield points for φ′ = 38◦, ψ = 10◦ and φ′ = 46◦, ψ = 20◦. The scales of both of these plots have beenchosen such that the V̄ extent of the three non-associated yield loci plot to the same paper length, thusallowing their shapes to be readily compared. Such a comparison reveals that, as φ′ increases, the extentof the yield locus parallel to the H̄ axis becomes a smaller fraction of its extent parallel to the V̄ axis.Despite this, the shapes of the yield loci are broadly similar to each other; in each case, apexes at theorigin and maximum V̄ are evident, and also the maximum H̄ is always located at less than half of themaximum V̄ . Accordingly, it would appear likely that a yield function speci�ed by a pair of parabolaswould �t the yield locus of non-associated yield points to a degree of accuracy commensurate with that
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(b) φ′ = δ = 30◦, ψ = 0◦ (data from Abaqus).
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Fig. 4.15: Variation of α with V/V0 for t̄1 = t̄2 = 0.4 and various parings of φ′ (= δ) and ψ.of the curve �ts reported in Chapter 3. A comparison between the scales of the plots in Figs 4.14b�4.14dreveals that the e�ect of increasing φ′ and ψ (in a manner which maintains φ′cs as 30◦) brings about asubstantial increase in the size of the yield loci. However, it is important to comment that φ′ appears toexert a more substantial in�uence on size of the yield locus than ψ.The distributions of �ow vectors over the non-associated yield loci in Figs 4.14b�4.14d appear to bevery similar to each other. This assertion is con�rmed by Fig. 4.15, which is a plot of α against V/V0for each of the four pairings of φ′ and ψ considered in Fig. 4.14. As indicated on this �gure, at low
V/V0, the inclinations of the �ow vectors for the three non-associated cases are particularly similar to oneanother, where the data points appear to plot on a common curve. Indeed, the values of V/V0 at theparallel point (where α = 0◦) for φ′ = 30◦ (ψ = 0◦), φ′ = 38◦ (ψ = 10◦), and φ′ = 46◦ (ψ = 20◦) are,respectively, 0.087, 0.080, and 0.076. For high V/V0, over the upper portion of the yield surface (H > 0),
α is slightly higher for φ′ = 30◦ (ψ = 0◦) than φ′ = 38◦, (ψ = 10◦) and, in turn, α is slightly higheragain for φ′ = 38◦, ψ = 10◦ than φ′ = 46◦, ψ = 20◦. Accordingly, at high V/V0, reducing φ′ and ψ (ina manner which maintains φ′cs as 30◦), is seen to introduce a (slightly) greater downward component ofplastic displacement. Importantly, the distributions of �ow vectors over the yield loci obtained here aresimilar to those deduced elsewhere by experimental means (e.g. Zhang et al. [38]).
V̄ :H̄ loci with t̄1 = 0.4, t̄2 = 0Fig. 4.16 contains four plots which show the loci of yield points (and the �ow vectors) for the samepairings of φ′ and ψ considered in Fig. 4.14, but for t̄2 = 0 rather than t̄2 = 0.4. As expected fromthe discussion in �4.5.3, each yield locus is seen to be con�ned solely to the positive V̄ , positive H̄quadrant of the V̄ :H̄ plane. Also, in keeping with the associated results presented in Chapter 3, the yieldsurface implied by each set of yield points appears to posses a pair of apexes. A comparison between theassociated and non-dilatant cases (Figs 4.16a and 4.16b) identi�es that reducing ψ, for the same φ′, againleads to a reduction in the size of the yield surface (e.g. the peak V̄ for the associated and non-dilatant
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(a) φ′ = δ = ψ = 30◦ (data from mean of OxLim UB and LB results).
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Fig. 4.17: Loci of yield points in V̄ :H̄ space for φ′ = δ = 30◦, ψ = 0◦, t̄1 = 0.4, various t̄2.cases are, respectively, 2.61 and 2.19 � a 16% reduction). The comments given above on the relativein�uence of φ′ and ψ on the size of the yield locus appear to hold also for this seabed surface geometry.A comparison between the plots in Figs 4.16a and 4.16b also reveals that each non-dilatant �owvector on the upper portion of the yield locus is rotated clockwise with respect to its counterpart atthe corresponding position on the associated yield locus. This means that penetration is expected toaccompany yield at lower values of V̄ for the non-dilatant case relative to the associated case. Fig. 4.16balso shows that, providing V̄ is greater than zero, negative horizontal plastic displacement is alwaysaccompanied by penetration. Accordingly, this data suggests that, in general, the pipe would be expectedto undergo penetration on reversing the direction of lateral displacement. For the other non-associatedcases (shown in Figs 4.16b�4.16d), the shapes of the yield loci are seen to be broadly similar, althoughat the peak V̄ , the ratio of the H̄ to V̄ is seen to decrease slightly with increasing φ′.
V̄ :H̄ loci with φ′ = δ = 30◦, ψ = 0◦, t̄1 = 0.4 and various t̄2Fig. 4.17 is a plot showing the yield points in Figs 4.14b and 4.16b on a common set of axes. Alsoincluded on this plot are the yield points for t̄2 = 0.1 and t̄2 = 0.2 (both for δ = φ′ = 30◦, ψ = 0◦ and
t̄1 = 0.4). This plot reveals that the yield points on the upper portion of each yield locus (for di�erent
t̄2) appear to plot along a common curve. This observation was also noted and discussed in Chapter 3,based on the OxLim data (cf. Figs 3.15 and 3.17, respectively). Also shown on the plot in Fig. 4.17 arethe α = 0◦ and α = 30◦ �ow vectors for all four t̄2 values. The α = 0◦ �ow vectors for each case are seento plot close to each other and, similarly, for t̄2 > 0, the α = 30◦ �ow vectors also plot close to one other(although the α = 30◦ �ow vector for t̄2 = 0 is located at a lower value of V̄ than for the other threecases). The observation that yield points corresponding to the same value of α, but di�erent values of
t̄2, plot at approximately the same point in V̄ :H̄ space suggests that the failure mechanisms for a certainrange of α values are largely independent of t̄2. However, the fact that the α = 0◦ �ow vector for t̄2 = 0occurs at a lower value of V̄ than the other three cases suggests that, when t̄2 is zero (or at least whenit takes a value approaching zero, and certainly less than 0.1), its in�uence on the shape of the upper



Chapter 4: Displacement �nite element analyses 150portion of the V̄ :H̄ yield locus is no longer negligible. This was �rst discussed in Chapter 3 (cf. thecomments on the e�ect of no surcharge behind the pipe for the limiting case of t̄2 = 0 in �3.7.2) andwas used to aid the formulation of the proposed force-resultant �ow rule (this will be discussed furtherin �4.6).4.5.5 Non-associated �ow (ψ < φ′): failure mechanismsSubsequently (in �4.6), details are provided as to how the results of the batch-set of Abaqus analyseswere used to aid the calibration of the proposed force-resultant model. As a precursor to this discussion, itis useful to provide some brief commentary on the failure mechanisms deduced from the Abaqus analysesperformed with non-associated �ow.Fig. 4.18a is a copy of the plot in Fig. 4.16b, except that only a subset of eight �ow vectors (whichare labelled with their respective α values) is shown. Figs 4.18b-4.18i are the displacement vector �eldscorresponding to each analysis for which a �ow vector is included on the plot in Fig. 4.18a. In Fig. 3.13the failure mechanisms for the same seabed geometry (t̄1 = 0.4, t̄2 = 0), at the same α values, butwith an associated �ow rule (ψ = φ′ = 30◦), were presented. Accordingly, a comparison between Figs4.18 and 3.13 allows for an immediate insight into the in�uence of non-associated �ow.11 The followingsummarises the key observations from this comparison.
• The velocity vector �eld for α = 0◦ in Fig. 4.18b suggests that the failure mechanism is single-sided(solely con�ned to the right of the pipe centre). This is con�rmed by the plot of the U = 0.99 contourin Fig. 4.19. By contrast, for an associated �ow rule, the failure mechanism is two-sided, as shownin Fig. 4.19 and also Fig. 3.9. For an associated �ow rule, the yield point for the α = 0◦ analysis islocated close to positive apex of the yield surface while, for the non-dilatant case, the yield point islocated on the upper portion of the yield surface (at a V̄ value which is less than half of the maximum).Accordingly, these observations con�rm the general tendency that failure mechanisms accompanyingyield points which plot on an apex of the yield surface are two-sided, while those that plot on a smoothportion are single-sided. The identi�cation of a single-sided failure mechanism for the α = 0◦, non-dilatant analysis is consistent with the observation that (V̄ , H̄) yield points grouped around the α = 0◦�ow vectors for various t̄2 plot along a common curve (as discussed above in relation to Fig. 4.17).
• In �3.6.5, it was noted that � since the failure mechanisms for α values around 0◦ are two-sided �lateral displacement would be accompanied by the redistribution of soil both ahead of, and behind,the pipe. It was also noted that such observations are important since the proposed force-resultantmodel relies upon heuristics to predict the evolution of the seabed. Now, in light of the non-associated11Strictly, the comparison between the failure mechanisms in Figs 4.18 and 3.13 is not an exact one in thesense that the length of the vectors in Fig. 3.13 is correlated to velocity magnitude (that is, the instantaneousdisplacement rate at the onset of yield), while the length of the vectors in Fig. 4.18 is correlated to the totaldisplacement magnitude (at a point in the post-yield regime). Nevertheless, both types of plot provide broadencapsulations of the failure mechanisms and are suitable for qualitative comparisons.
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Chapter 4: Displacement �nite element analyses 152results, it is evident that two-sided failure mechanism are only evident if α takes a positive value �for example, a two-sided failure mechanism is evident for the α = 45◦ case in Fig. 4.18c. This impliesthat the redistribution of soil to either side of the pipe only occurs if the pipe is undergoing somepenetration during lateral displacement.
• The extent of the failure zones deduced from the non-dilatant analyses are substantially smaller thantheir associated counterparts. The di�erence is particularly striking for α = 135◦ (see Figs 4.18e and3.9e) and α = 337.5◦ (see Figs 4.18h and 3.9h). The reduced extent of each non-dilatant failure zone islikely to be the underlying cause of the reduced size of each V :H yield locus relative to its non-dilatantcounterpart, as discussed above in relation to Figs 4.14 and 4.16.4.6 Analysis of resultsThe overarching aim of this phase of the research was to determine the in�uence of a non-associated�ow rule on the components of the proposed force-resultant model. From the batch-set of Abaqus results,this section outlines the strategies used to determine: (i) the yield function and hardening parameters,and (ii) the �ow rule.4.6.1 Yield function, f , and hardening parameters, χfAs discussed in �4.5.4, the shapes of the (V̄ , H̄) yield loci determined from the associated and non-associated analyses, for the same t̄1 and t̄2, were found to be similar. Accordingly, the yield function, f ,was assumed to take the same form as that proposed in Chapter 3 � namely, a piecewise construction oftwo parabolas, as given by:

f = max (f1, f2) (3.7.1 bis.)where:
f1 = −4V

V1

(

1− V

V1

)

+
H

H1
(3.7.2 bis.)

f2 = −4V

V2

(

1− V

V2

)

− H

H2
. (3.7.3 bis.)The procedure to determine values for the hardening parameters was the same as that reported in Chapter3. Table 4.5 (page 168) lists values of V̄1, H̄1, V̄2 and H̄2 for each of the combinations of t̄1, t̄2, φ′ (= δ)and ψ considered in the batch-set of analyses. Also listed in the table are s/γ′D2 (the normalized distancebetween the apexes of the yield surface), θ̄c (the angle between the V axis and the line joining the twoapexes of the yield surface) and R2

1 and R2
2 (the coe�cients of determination for f1 = 0 and f2 = 0,respectively). Figs 4.20a and 4.20b show the variation of R2

1 and R2
2 with t̄1 for all t̄2. The lowest valuesfor R2

1 and R2
2 are, respectively, 0.861 and 0.895, suggesting that the curve-�tting strategy was successfuland, thus, validating the choice of yield function. Figs 4.21a and 4.21b show the variation of θ̄c and s/γ′D2with t̄2 for t̄1 = 0.4. These plots suggest that, as t̄2 reduces (with t̄1 constant), the size of yield surface
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Fig. 4.21: Variation of s/γ′D2 and θ̄c with t̄2 for t̄1 = 0.4.(as quanti�ed by s/γ′D2) reduces, and its asymmetry about the V̄ axis (as quanti�ed by θ̄c) increases.The in�uence exerted by t̄2 on s/γ′D2 and θ̄c is, again, more marked for t̄2 < 0.1. As φ′ increases (and,hence, ψ also increases), the size of the yield surface is seen to increase substantially, and its asymmetryabout the V̄ axis is seen to reduce. These trends echo those noted in �4.5.4 (and also those discussed inChapter 3 based on the OxLim results).To allow for a robust implementation of the proposed force-resultant model, a scheme was requiredto determine values of the hardening parameters for any combination of t̄1 and t̄2 which might beencountered during a particular analysis (rather than simply the limited range of values listed in Table4.4). In formulating this scheme, it was of interest to assess whether the key trends linking the hardeningparameters to t̄1 and t̄2 as inferred from the OxLim-generated results (cf. Section 3.7.2) were also evidentin the non-associated Abaqus-generated results. Fig. 4.22 contains two plots to show the variation of
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Fig. 4.22: Variation of V̄1/V̄1,0.4 and H̄1/H̄1,0.4 with t̄2 for t̄1 = 0.4 and a fully rough interface (δ = φ′).
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V̄1/V̄1,0.4 and H̄1/H̄1,0.4 with t̄2 for all analyses carried out with t̄1 = 0.4 (where V̄1,0.4 and H̄1,0.4 are,respectively, the values of V̄1 and H̄1 for t̄1 = t̄2 = 0.4). In this space, the data is seen to collapse ontoapproximately a common curve for all three pairings of φ′ and ψ. This suggests that the proportionalchange in the size of the yield surface due to a given change in t̄1 and/or t̄2 is approximately the samefor values of φ′ and ψ which satisfy Bolton's relation for φ′cs = 30◦. The data in Fig. 4.22 is re-plotted inFig. 4.23, together with the data deduced from the OxLim analyses for a range of values for φ′ (= ψ) and
δ. This �gure shows that the data from the non-associated analyses collapse onto (approximately) thesame curve as the data from the associated analyses. Therefore, it would appear that the proportionalchange in the size of the yield surface due to a given change in t̄1 and/or t̄2 is approximately the samefor all combinations of φ′, ψ and δ. Stated equivalently, this means that the in�uence of changing φ′, ψor δ (relative to some �xed values) is to scale the hardening parameters by some constant values.



Chapter 4: Displacement �nite element analyses 155The above �ndings suggest that a set of scaling factors could be used to reduce each of the associatedvalues for V̄1, H̄1, V̄2 and H̄2 (as listed in Table 3.4) to establish a hardening parameter look-up tablefor a non-associated material (drained sand). Accordingly, using the subscripts, A and NA, to denote`associated' and `non-associated' respectively, the proposed correction scheme takes the form:
V̄1,NA = ζAV̄1,A, H̄1,NA = ζBH̄1,A, V̄2,NA = ζC V̄2,A, H̄2,NA = ζDH̄2,A (4.6.1)where ζA...D are constants for a given value of φ′. However, since the yield surface must be symmetricabout the V axis for t̄1 = t̄2 (otherwise the response to positive and negative H would di�er), ζA wasrequired to take the same value as ζC and, likewise, ζB was required to take the same value as ζD. Theplots in Fig. 4.24 were constructed to aid the selection of appropriate values for ζA (= ζC) and ζB (= ζD).The hollow, square data markers on the plot in Fig. 4.24a correspond to the (V̄1,A, V̄1,NA) data pointsfor φ′ = 30◦, while the solid, square data markers correspond to the (V̄2,A, V̄2,NA) data points, also for

φ′ = 30◦. As shown on the �gure, the line which passes through the origin and provides the best �tto all the square data markers has a gradient of 0.81; accordingly, for φ′ = 30◦, this is the appropriatechoice of value for ζA (= ζC). The hollow and solid circular markers on the plot in Fig. 4.22a correspondrespectively to the (V̄1,A, V̄1,NA) and (V̄2,A, V̄2,NA) data points for φ′ = 38◦. Again, the line which passesthrough the origin and provides the best-�t to all the circular data points is shown. Its gradient is 0.64and, accordingly, for φ′ = 38◦, this is the appropriate choice of value for ζA (= ζC). Fig. 4.24b is theanalogous plot to Fig. 4.24a for the hardening parameters, H̄1 and H̄2. From this plot, for φ′ = 30◦and φ′ = 38◦ respectively, the appropriate choices of values for ζB (= ζD) are 0.85 and 0.69. The lowestcoe�cient of determination of the four best-line �ts in Fig. 4.24 is 0.99, which shows that the strength ofthe linear correlation between the associated and non-associated values for each hardening parameter isvery high. It is noteworthy that, for both φ′ = 30◦ and φ′ = 38◦, ζA (= ζC) is less than ζB (= ζD). Hence,the inclusion of non-associated �ow is seen to have a more substantial e�ect on the peak vertical loadcapacity than the peak horizontal load capacity. Also, ζA (= ζC) and ζB (= ζD) are higher for φ′ = 30◦than for φ′ = 38◦ which suggests that the inclusion of a non-associated �ow rule has a proportionallygreater e�ect on the size of the yield surface for higher values of φ′ than lower ones.With regard to the implementation of the model, it was deemed appropriate to use linear interpolationto determine ζA (= ζC) and ζB (= ζD) for values of φ′ lying between 30◦ and 38◦. OxLim analyses werenot carried out for φ′ > 40◦ and, hence, the values for V̄1,A, H̄1,A, V̄2,A and H̄2,A for φ′ = 46◦ � whichare needed in the above scheme to deduce the values of ζA (= ζC) and ζB (= ζD) for φ′ > 38◦� are notknown. Nevertheless, if required, a value of φ′ other than 46◦ could be readily taken as a reference valueto obtain the V̄1,A, H̄1,A, V̄2,A and H̄2,A values against which the values of V̄1,NA, H̄1,NA, V̄2,NA and H̄2,NAcould then be correlated. However, for brevity, details of such a correlation are not reported here as thesimulations which are reported in the subsequent chapters of the thesis all make use of φ′ < 38◦.
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Fig. 4.24: Plots showing the correlation between the hardening parameters deduced from: (i) the associated,OxLim analyses and (ii) the non-associated, Abaqus analyses.It is important to emphasize that the values for ζA (= ζC) and ζB (= ζD) listed above are a directconsequence of the chosen mesh; if a �ner mesh had been used, the values for ζA (= ζC) and ζB (= ζD)would have been lower than those given here. As discussed in �4.4.1, the meshes were selected for prag-matic reasons and, as such, the width of an element located within the localized zone was substantiallygreater than the width of a typical shear band. Despite this, by using values of ζA (= ζC) and ζB (= ζD)which are less than one, more realistic predictions of the V :H load capacity a�orded by the seabed wereexpected than if the hardening parameters deduced from the associated OxLim analyses had been used.In Chapters 5 and 6, comparisons between the predictions of the model and experimental data will bepresented. There, the suitability of the chosen values for the hardening parameters � which depend on
ζA (= ζC) and ζB (= ζD) � in generating a yield surface of the appropriate dimensions will be assessed.Finally, it is of interest to comment upon the sensitivity of V̄2 and H̄2 to t̄1 and, likewise, thesensitivity of V̄1 and H̄1 to t̄2. The discussion in �4.5.5 provided broad support for the notion that thefailure mechanisms accompanying yield points which plot on the f1 = 0 portion of the yield surface arepredominantly single-sided (con�ned to the right of the pipe centre for rightward movement and to theleft of the pipe centre for leftward movement) and, hence, are independent of t̄2. Accordingly, it is likelythat V̄1 and H̄1 are largely insensitive to t̄2. This �nding, together with that from the above discussion� namely, that the in�uence of changing either φ′, ψ or δ is to scale the hardening parameters by someconstant values � implies that the yield points which plot on the f1 = 0 portion of the yield surfaceshould collapse onto a common curve in V̄/V̄1,symm : H̄/H̄1,symm space (where V̄1,symm and H̄1,symm are,respectively, the values of V̄1 and H̄1 when t̄2 is set to take the same value as t̄1). This hypothesis isbroadly con�rmed by the plot in Fig. 4.25, which shows those (V̄/V̄1,symm, H̄/H̄1,symm) yield points whichposses �ow vectors with positive horizontal components for all the analyses carried out in the batch-set.Also included on this plot are the �ow vectors of each analysis for both α = 0◦ and α = 30◦. All of the
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Fig. 4.25: Loci of yield points with �ow vectors possessing positive horizontal components, for all t̄1, in
V/V1,symm:H/H1,symm space.
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Fig. 4.26: Loci of yield points with �ow vectors possessing negative horizontal components, for t̄2 ≥ 0.1, in
V/V2,symm:H/H2,symm space.

α = 0◦ �ow vectors are bounded between V̄/V̄1,symm values of 0.069 and 0.245 while all of the α = 30◦�ow vectors are bounded between V̄/V̄1,symm values of 0.403 and 0.612.4.6.2 Force-resultant �ow rule and non-association parameters, χgPiecewise formulation, following Koiter [126]If associated �ow were to be assumed for the proposed model then, since the yield function is de�nedin a piecewise form, the �ow rule would also need to be de�ned by a piecewise function, according to:
δεp =







δλ1
∂f1

∂σ
for f1 = 0, f2 < 0

δλ2
∂f2

∂σ
for f2 = 0, f1 < 0

δλ1
∂f1

∂σ
+ δλ2

∂f2

∂σ
for f1 = f2 = 0,

(4.6.2)where δλ1 and δλ2 are the in�nitesimal plastic multipliers. Eq. 4.6.2 implies that if the yield point islocated on a smooth portion of the yield surface, then the direction of incremental plastic displacementin δwp:δup space is normal to the yield surface (see Fig. 4.27a). Otherwise, if the yield point is locatedat either apex, then the direction of incremental plastic displacement in δwp:δup space is given by a
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(a) Associated �ow. (b) Non-associated �ow.Fig. 4.27: Graphical representation of �ow rules in V :H (δwp:δup) space.conical combination of the normals to the two smooth portions of yield surface which meet at that apex.Consequently, a range of incremental plastic displacement directions spanning between the normals to
f1 = 0 and f2 = 0 are admitted at either apex, as shown schematically in Fig. 4.27a.As discussed in �4.5.4, the distribution of �ow vectors over the yield surface implies that a non-associated �ow rule is required for the proposed force-resultant model. Eq. 4.6.2 is readily generalized tothe non-associated case, as follows:

δεp =







δλ1
∂g1
∂σ

for f1 = 0, f2 < 0

δλ2
∂g2
∂σ

for f2 = 0, f1 < 0

δλ1
∂g1
∂σ

+ δλ2
∂g2
∂σ

for f1 = f2 = 0,

(4.6.3)where g1 and g2 are plastic potential functions. The interpretation of this choice of function for the �owrule is very similar to its associated counterpart; the only di�erence is that the normals to the plasticpotential functions, g1 and g2, are used to de�ne the incremental plastic displacement direction ratherthan the yield function itself (see Fig. 4.27b). Families of parabolas were chosen for g1 and g2, as givenby:
g1 (V,H) = − 4

(1 + η1)
2

(

1− V

V ′
1

)(

η1 +
V

V ′
1

)

+
H + γ1V1

β1V ′
1

(4.6.4)
g2 (V,H) = − 4

(1 + η2)
2

(

1− V

V ′
2

)(

η2 +
V

V ′
2

)

− H − γ2V2

β2V
′
2

, (4.6.5)where β1, η1, γ1, β2, η2 and γ2 are non-association parameters (the constituents of χg for the proposedmodel) while V ′
1 and V ′

2 are dummy variables. Following the usual convention (as introduced in �2.5),values for the dummy variables were chosen to �t g1 = 0 and g2 = 0 through the current (V,H) yieldpoint. However, there are two values of V ′
1 which allow g1 = 0 to pass through the current (V,H) yieldpoint (one positive, and one negative) and, likewise, there are two values of V ′

2 which allow g2 = 0 to passthrough the current (V,H) yield point (again, one negative and one positive). In the implementation ofthe model � and, accordingly, in the procedure which was used to select the values of the non-associationparameters � positive values for V ′
1 and V ′

2 were selected. Furthermore, the non-association parameters
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(a) β1, η1 and γ1, the non-association parameters de�ning g1.

(b) β2, η2 and γ2, the non-association parameters de�ning g2.Fig. 4.28: Geometric interpretation of the non-association parameters used to de�ne the plastic potentials.were all chosen to take positive values, such that each g1 = 0 curve opens outwards with decreasing H(in the same manner as f1 = 0) while each g2 = 0 curve opens outwards with increasing H (in the samemanner as f2 = 0); see the schematics on the right-hand side of Fig. 4.28.The geometric interpretation of the non-association parameters, β1, η1, β2 and η2, is most readilydeduced by introducing the auxiliary variables H∗
1 = H + γ1V1 and H∗

2 = H − γ2V2 to rewrite g1 and g2as:
g1 (V,H∗

1 ) = − 4

(1 + η1)
2

(

1− V

V ′
1

)(

η1 +
V

V ′
1

)

+
H∗

1

β1V ′
1

(4.6.6)
g2 (V,H∗

2 ) = − 4

(1 + η2)
2

(

1− V

V ′
2

)(

η2 +
V

V ′
2

)

− H∗
2

β2V ′
2

. (4.6.7)In V :H∗
1 space, as shown schematically on the left hand size in Fig. 4.28a, V ′

1 is the positive V interceptof each g1=0 curve, η1 is the ratio of the magnitude of the negative V intercept to V ′
1 , and β1 is the ratioof the peak H∗

1 to V ′
1 . Therefore, it follows that the family of g1=0 curves are geometrically similar, with

V ′
1 controlling the size of each curve. For each g2 = 0 curve, β2 and η2 ful�l analogous roles to β1 and η1.The roles of the remaining non-association parameters, γ1 and γ2, are most readily explained byinitially considering γ1 = γ2 = 0 such that H = H∗

1 = H∗
2 . Under this restriction, it is clear from theabove discussion that V ′

1 would need to be zero for a g1 = 0 contour to pass through the origin (and,likewise, V ′
2 would need to be zero for a g2 = 0 contour to pass through the origin). This is problematicbecause the derivatives of g1 and g2 with respect to V and H � which are needed in the numericalimplementation of the model � are unde�ned if V ′

1 and V ′
2 are zero. To overcome this problem, positivevalues for γ1 and γ2 were used. This has the e�ect of shifting the g1 = 0 curves in the negative H
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(b) t̄1 = 0.4, t̄2 = 0, φ′ = δ = 30◦, ψ = 0◦.Fig. 4.29: Fit of f = 0 to the measured yield points, together with the corrected yield points.direction so that positive V ′
1 is then required to �t g1 = 0 through the origin. Analogous arguments holdfor the g2 = 0 curves.Of course, only three variables are required to de�ne uniquely a parabola which is symmetric abouta constant value of V and, yet, four variables: β1, η1, γ1 and V ′

1 , have been introduced for g1 = 0, and,likewise, four variables: β2, η2, γ2 and V ′
2 have been introduced for g2 = 0. Accordingly, γ1 was takentaken as unity to allow g1 = 0 to be de�ned uniquely by β1, η1 and V ′

1 (and, similarly, γ2 was also takenas unity to allow g2 = 0 to be de�ned uniquely by β2, η2 and V ′
2). Of course, other positive choices for

γ1 and γ2 could have been chosen, in which case alternative values of β1, η1, V ′
1 , β2, η2 and V ′

2 , whichgive the same set of parabolas as those for γ1 = γ2 = 1, would then have been found.Procedure to determine non-association parametersFor each combination of t̄1, t̄2, φ′ (= δ) and ψ, a procedure was sought to �nd the values of thenon-association parameters, β1, η1, β2, and η2, that gave the set of �ow vectors in closest agreement tothose deduced from the Abaqus analyses. In the following, the key steps of the optimization problemwhich was formulated to �nd these best-�t non-association parameters are detailed.1. In the �rst step, the measured yield points were corrected to plot upon the yield surface, f = 0. Forsimplicity, this step was carried out by holding V constant and adjusting each of the two corresponding
H values by the smaller of the two magnitudes needed to satisfy f1 = 0 and f2 = 0. In accordancewith the piecewise de�nition of the �ow rule (Eq. 4.6.3), β1, η1, β2 and η2 dictate the inclination ofthe �ow vectors over the smooth portions of the yield surface whereas, at the apexes, the �ow vectors



Chapter 4: Displacement �nite element analyses 161are given as the conical combination of the normals to the adjoining smooth portions of the plasticpotentials. Accordingly, any yield points with either V ≤ 0 or V ≥ Vc (i.e. those which plot on anapex, or lie outside the range of V over which the yield surface is de�ned) were omitted from theoptimization problem to �nd the best choice values for β1, η1, β2 and η2. Figs 4.29a and 4.29b areplots showing the original and corrected loci of yield points for both symmetric (t̄1 = t̄2 = 0.4) andasymmetric (t̄1 = 0.4, t̄2 = 0) seabed surfaces for φ′ = 30◦ and ψ = 0◦.2. For chosen starting estimates to β1 and η1, the positive V ′
1 values which allow g1 = 0 to pass througheach yield point on the f1=0 portion of the yield surface were evaluated. Then, αpred � the anglebetween each predicted �ow vector and the H axis � was calculated from ∂g1

∂σ
. Equivalent calculationswere also carried out for the yield points located on the f2=0 portion of the yield surface.3. The suitability of the chosen values for β1 and η1 was then quanti�ed by evaluating:

Ē1 =

√
√
√
√

m̄1∑

i=1

(αpred,i − αmeas,i)2 (4.6.8)where αpred,i and αmeas,i are, respectively, the predicted and measured (Abaqus) values of α for the
i = 1 . . . m̄1 yield points on the smooth portion of the f1 = 0 contour. Likewise, Ē2 � given by ananalogous expression to Eq. 4.6.8 � was used to quantify the suitability of β2 and η2 in �tting plasticpotentials to give �ow vectors of the appropriate inclination at the m̄2 yield points on the f2 = 0contour of the yield surface.4. A pair of optimization problems was then formulated; the �rst to �nd the values of β1 and η1 whichminimize Ē1, and the second to �nd the values of β2 and η2 which minimize Ē2. However, in orderfor the �ow rule to operate as intended, it was necessary to add some constraints to the optimizationproblems. Firstly, β1, η1, β2 and η2 were all constrained to take positive values (to give g1 = 0contours which open outwards with decreasing H and, likewise, g2 = 0 contours which open outwardswith increasing H). Secondly, at the origin in V :H space, β1 and η1 were constrained to give a �owvector with αpred<0◦ and, similarly, β2 and η2 were constrained to give a �ow vector with αpred>180◦.Fig. 4.30 depicts the problem which could have arisen if these constraints at the origin had not beenenforced. The �gure shows a �ow vector with a negative vertical component on the f1 = 0 portionof the yield surface, and a �ow vector with a positive vertical component on the f2 = 0 portion ofthe yield surface. When combined, the resultant �ow vector has a downward component, which isclearly inappropriate. Accordingly, the above constraints at the origin in V :H space ensured upliftwas predicted, as intended.The above procedure was automated within a MATLAB script. Indeed, the optimization problem itselfwas solved with MATLAB's `fmincon' function (part of the optimization toolbox) using the interior-pointsetting. Fig. 4.31 contains plots showing the families of plastic potentials, and the predicted �ow vectors,as given by the solution of the optimization problems outlined above.
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Fig. 4.30: Plastic potential �tting at the apex of the yield surface at the origin in V :H (δwp:δup) space.Fig. 4.32 contains two plots to demonstrate the success of the plastic potential �tting strategy;Fig. 4.32a for t̄1 = t̄2 = 0.4 and Fig. 4.32b for t̄1 = 0.4 and t̄2 = 0. The abscissa of both plots isthe dimensionless vertical load, V̄ , while the ordinate is α (the clockwise positive angle between the H̄axis and each �ow vector). The solid line is the predicted direction of incremental plastic displacement,while the markers are the measured (Abaqus) values. In both plots, the solid line consists of vertical,straight segments at V̄ = 0 since there is no unique plastic displacement direction at (V̄ , H̄) = (0, 0).Likewise, at the other apexes (V̄ = 2.2 for t̄1 = 0.4, t̄2 = 0 and V̄ = 8.7 for t̄1 = 0.4, t̄2 = 0), similarvertical, straight segments are present. The agreement between the predicted and measured �ow vectorsis, in general, very acceptable. Fig. 4.33 contains two plots in V̄ :H̄ space showing a comparison betweenthe measured (Abaqus) �ow vectors and those predicted by the proposed �ow rule.Plastic potential �tting resultsFor each of the 19 combinations of t̄1, t̄2, φ′ and ψ considered in the batch-set of Abaqus analyses,Table 4.5 lists the values of the non-association parameters which were found from the optimizationprocedure outlined above. The �nal error norms, Ē1 and Ē2, are also listed in the table. The highestvalues of Ē1 and Ē2 are, respectively, 11.46◦ and 11.20◦, thus revealing the success of the plastic potential�tting strategy.For a robust implementation of the proposed force-resultant model, a scheme was required to de-termine values for the non-association parameters for any t̄1 and t̄2 which might be encountered duringan analysis (and, indeed, for any prescribed pairings of φ′ and ψ which satisfy Bolton's relation for
φ′cs = 30◦). Ideally, such a scheme should account for the dependence of of the non-association parame-ters on t̄1, t̄2, φ′ and ψ. However, because only limited data were collected, the following conclusionswere used to develop a simpli�ed scheme.1. At the same value of V/V1 on two instances of the V :H yield surface corresponding to two di�erentpairings of φ′ and ψ (both satisfying Bolton's relation for φ′cs = 30◦), the inclination of the �ow vectorswas approximately the same.
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(b) f1 = 0 for t̄1 = 0.4, t̄2 = 0.
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(c) f2 = 0 for t̄1 = 0.4, t̄2 = 0.Fig. 4.31: Plastic potential �tting results for φ′ = δ = 30◦, ψ = 0◦.
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(b) t̄1 = 0.4, t̄2 = 0.Fig. 4.32: Predicted against measured plastic displacement directions for φ′ = δ = 30◦, ψ = 0◦.2. The failure mechanisms corresponding to yield points which plot on the f1 = 0 portion of the yieldsurface (but not necessarily at either apex) were found to be independent of t̄2 (at least for t̄2 ≥ 0.1).This implies that, for all (V,H) yield points which satisfy f1 = 0 and f2 < 0, the direction in whichthe pipe will displace plastically is independent of t̄2 (at least for t̄2 ≥ 0.1). Likewise, these statementshold in reverse concerning the in�uence of t̄1 on the �ow vector direction for yield points which satisfy
f2 = 0 and f1 < 0.3. At the same (V̄ , H̄) point on two instances of the f1 = 0 portion of the yield surface corresponding todi�erent t̄2, the inclination of the �ow vectors was found to be approximately the same (at least for
t̄2 ≥ 0.1). This statement also holds with regard to the inclination of the �ow vectors over the f2 = 0portion of the yield surface for various t̄1 (at least for t̄1 ≥ 0.1).4. For a symmetric seabed, t1 = t2, the �ow vectors must be symmetric about the V axis (otherwise theresponse to positive and negative H would then di�er).With regard to the selection of the values for the non-association parameters, these �ndings respectivelysuggest the following trends.1. β1, η1, β2 and η2 are weak functions of φ′ and ψ (at least for values of φ′ and ψ which satisfy Bolton'srelation for φ′cs = 30◦).2. β1 and η1 are independent of t̄2 and, likewise, β2 and η2 are independent of t̄1. Indeed, this assumptionwas implicitly made in the formulation of the optimization problem outlined above.
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(b) t̄1 = 0.4, t̄2 = 0.Fig. 4.33: Plots in V̄ :H̄ (δwp/D:δup/D) space, for φ′ = δ = 30◦ and ψ = 0◦, showing: (i) the �ow vectorspredicted by the proposed �ow rule and (ii) the measured �ow vectors deduced from the Abaqusprobe tests.3. β1 and η1 are largely insensitive to t̄1 and, likewise, β2 and η2 are largely insensitive to t̄2.4. For t1 = t2, it is necessary to have β1 = β2 and η1 = η2.Together, these trends imply that β1, η1, β2 and η2 are expected to be approximately constant for all t̄1,
t̄2, φ′ and ψ, at least for t̄1 ≥ 0.1 and t̄2 ≥ 0.1. For β1 and η1, this is con�rmed broadly by the plots inFigs 4.34a and 4.34b. For β1 and η2, the standard deviations are just 0.053 and 0.081.Since β1 and β2 were to be taken as constants for t̄1 > 0.1 and t̄2 > 0.1 then � given the last of thefour points listed above � the appropriate choice of value for β1 = β2 was determined by extracting thosevalues of β2 for t̄2 > 0 together with all the values of β1 (since no analyses were carried out with t̄1 = 0)and, then, �nding the average of all the extracted β1 and β2 values. This average value was found to be0.91. As noted above, for t̄2 < 0.1, the values for β2 were lower than for t̄2 ≥ 0.1 (the average value being0.55). For simplicity, a linear �t was assumed between (t̄2, β2) = (0, 0.55) and (t̄2, β2) = (0.1, 0.91), suchthat the following function was used to calculate β2:

β2 =







3.65t̄2 + 0.55 for t̄2 < 0.1

0.91 for t̄2 ≥ 0.1.

(4.6.9)
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Fig. 4.34: Plots of the variation of β1 and η1 with t̄1 and the variation of the β2 and η2 with t̄2 for a range of
φ′ and ψ which satisfy Bolton's relation for φ′cs = 30◦.The same interpolating function was used for β1 (with t̄2 replaced by t̄1). Fig. 4.35a is a plot of thedata shown in Fig. 4.34a overlaid by the data shown in Fig. 4.34b. The solid markers are the (t̄1, β1)data points while the hollow data markers are the (t̄2, β2) data points. The linear interpolation schemeoutlined above is superimposed on this plot. For simplicity, constant values were taken for the remainingnon-association parameters, η1 and η2, for all t̄1 and t̄2. The average of all the values of η1 and η2 listed inTable 4.5 is 0.84. The scatter in the values of η2 for t̄2 = 0 (see Fig. 4.34d) is not overly troublesome since,when a cyclic reversal occurs, the pipe immediately starts penetrating such that t̄2 is only momentarilyequal to zero.4.7 Concluding commentsIn this chapter, small-strain displacement FE analyses to determine the resultant load:displacementpath accompanying the indentation of a plane strain pipe segment into an idealized seabed were repor-ted. The seabed was modelled as an elastic perfectly plastic material obeying isotropic linear elasticrelations and the Mohr-Coulomb (MC) yield and plastic potential functions. The primary motivationfor this phase of research was to investigate the in�uence of the non-associated �ow rule (ψ < φ′) on theload:displacement path. Some theoretical preliminaries on the implications of assuming a non-associated�ow rule were discussed, and observations from other related investigations were detailed. In brief, lack ofuniqueness and localization are both possible if a non-associated �ow rule is prescribed and the hardeningmodulus, h̄, is less than a certain positive threshold.
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Fig. 4.35: Plots of the proposed interpolation scheme for the non-association parameters, β1, η1, β2 and η2.Details of the chosen methods and procedures were then provided, including a discussion on planestrain strength and dilatancy parameter matching between MC and Drucker-Prager (DP). For thelimiting case of associated �ow (ψ = φ′), results were presented to validate the Abaqus implementationagainst lower and upper bounds to the exact solutions computed using OxLim. For analyses assuminga non-associated �ow rule, mesh sensitivity analyses were carried out which con�rmed the presence oflocalization and identi�ed that the ultimate capacity decreased with increasing mesh re�nement. Theresults of a batch-set of probe tests, which made use of a mesh with an element width signi�cantly inexcess of that of a typical shear band, were then reported. The capacities obtained from these analyseswere adjudged to be overestimates of those which would have been attained if an appropriate length-scalehad been used in a regularized continuum.Based on the batch-set of probe tests, the yield function proposed in �3.7.1 (i.e. that given by apair of parabolas) was found to provide a good �t to the locus of yield points in V̄ :H̄ space. Results ofregression analyses to determine values for the hardening parameters were then provided, and in light ofthese results, a scheme was proposed to determine values for the non-associated hardening parameters.Finally, details of the proposed force-resultant �ow rule were provided and the procedure adopted todetermine values for the non-association parameters was outlined.
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t̄1 t̄2 φ′ (◦) δ (◦) V̄1 H̄1 V̄2 H̄2 R2
1 R2

2
s/γ′D2 θ̄c (◦) β1 η1 β2 η2 Ē1 Ē20.2 0 30 0 1.791 1.655 0.178 0.010 0.986 0.999 1.235 17.570 0.902 0.715 0.580 0.711 6.098 10.3000.2 0.1 30 0 3.993 2.407 2.690 0.988 0.928 0.983 3.389 5.335 0.919 0.849 0.904 0.958 6.811 4.5550.2 0.2 30 0 4.586 2.336 4.586 2.336 0.960 0.960 4.586 0.000 0.929 0.882 0.929 0.882 9.179 9.1790.4 0 30 0 3.430 4.186 0.203 0.010 0.977 0.988 2.338 25.000 0.921 0.663 0.549 0.548 5.932 6.0760.4 0.1 30 0 6.703 5.522 2.848 0.753 0.912 0.992 5.148 11.526 0.966 0.775 0.909 1.010 7.474 6.4790.4 0.2 30 0 7.744 5.581 5.176 2.270 0.894 0.948 6.562 6.498 0.970 0.778 0.955 0.918 10.260 8.2030.4 0.4 30 0 8.757 5.293 8.757 5.293 0.938 0.938 8.757 0.000 1.003 0.823 1.003 0.823 6.112 6.1120.6 0 30 0 4.728 7.159 0.209 0.010 0.956 0.980 3.319 31.150 0.945 0.632 0.506 0.426 8.026 9.5650.6 0.1 30 0 8.990 9.375 2.723 0.587 0.927 0.996 6.722 16.433 0.949 0.727 0.879 0.862 7.900 7.2750.6 0.2 30 0 10.247 9.801 5.205 1.840 0.892 0.989 8.282 11.212 0.978 0.763 0.956 0.895 10.762 5.8920.6 0.4 30 0 11.836 9.914 9.517 5.110 0.861 0.956 10.836 4.163 0.996 0.777 0.995 0.839 10.491 2.2310.4 0 38 10 10.452 10.714 0.413 0.010 0.984 0.997 7.134 20.230 0.934 0.660 0.536 1.109 9.827 10.0210.4 0.1 38 10 21.206 15.276 10.257 2.579 0.957 0.984 16.818 8.861 0.894 0.773 0.816 1.013 11.460 5.7690.4 0.2 38 10 25.772 15.201 17.725 6.770 0.926 0.962 21.957 5.103 0.867 0.884 0.861 0.939 2.954 4.8790.4 0.4 38 10 27.905 14.982 27.905 14.982 0.895 0.895 27.905 0.000 0.942 0.859 0.942 0.859 8.430 8.4300.4 0 46 20 45.292 36.371 4.958 0.228 0.954 0.995 32.390 13.782 0.863 0.723 0.565 1.320 7.430 5.0230.4 0.1 46 20 87.518 51.437 50.678 12.928 0.955 0.977 72.137 6.050 0.830 0.846 0.767 1.024 2.685 5.6480.4 0.2 46 20 101.531 52.451 78.331 27.169 0.924 0.952 90.872 3.144 0.834 0.877 0.818 0.968 2.989 4.3980.4 0.4 46 20 113.965 49.472 113.965 49.472 0.896 0.896 113.965 0.000 0.854 0.885 0.854 0.885 11.198 11.198Table 4.5: Values for the hardening parameters (and R2

1, R2
2, s/γ′D2, θ̄c) and the non-association parameters (and Ē1 and Ē2) for various t̄1, t̄2, φ′ (= δ) and ψ.



5Experimental investigation
5.1 IntroductionA key assumption underpinning the proposed force-resultant model is that a unique V :H yield surfaceexists for a seabed of a particular surface geometry (as characterized by the parameters, t1 and t2)and of spatially and temporally constant strength. This assumption is critical since it allows the pathdependence inherent to the problem to be accounted for in a tractable manner � cf. the discussion in�2.11. The constitutive models assumed for the analyses reported in the previous two chapters wereof the perfectly-plastic type and, therefore, no strength inhomogeneities were permitted to arise in aninitially uniform seabed. As such, the assumptions underpinning the proposed force-resultant model werematched to the assumptions underpinning the numerical analyses tasked with its calibration. While thiscorrespondence was convenient, it is inevitable that a real soil will not respond in a perfectly-plasticmanner but, rather, will undergo hardening/softening. Accordingly, it was deemed important to carryout physical experiments to investigate the response of an on-bottom pipe, under plane strain conditions,to combined V :H loading without the imposition of arti�cial constraints on the constitutive response ofthe soil.The experimental investigation was divided into the following two strands.1. The �rst strand of tests were undertaken to provide experimental evidence for the existence of theyield surface, and to deduce its size and shape in the V :H plane for various seabed surface geometries.Speci�cally, it was of interest to assess the appropriateness of a yield surface given by a pair ofparabolas (as proposed in �3.7.1), and of dimensions speci�ed by the pertinent values of the hardeningparameters. Data were also sought to assess the validity of the numerically-calibrated �ow rule.2. The second strand of the experimental investigation consisted of tests in which a constant vertical loadwas applied to the pipe element while it was subjected to horizontal displacement-controlled movementbetween prede�ned lateral displacement limits and, for brevity, will herein be termed `constant V 'tests. If the chosen vertical load is representative of a realistic value for the submerged pipe weight,the load:displacement path followed in such a test is that which a pipe section might experience in



Chapter 5: Experimental investigation 170the �eld. Accordingly, if the proposed force-resultant model can replicate the experimentally-derivedload:displacement paths to a reasonable degree of accuracy, then it is likely that the model functionsas desired.5.2 Apparatus and procedures5.2.1 Laboratory �oor testingIn �2.6, arguments in support of the use of scale-model laboratory testing for the on-bottom pipe-soil interaction problem were outlined. These arguments hinged upon the assumption that the meane�ective stress, p′, at full scale, is likely to be su�ciently low that φ′ is independent of p′. While it isacknowledged that a more rigorous approach is to enforce stress similitude by carrying out scale modeltesting in an elevated acceleration �eld using a centrifuge, it is worthwhile to comment brie�y on someof the advantages of laboratory �oor scale-model testing which are relevant to this investigation.1. Logging and control of experiments is easier on the laboratory �oor and, where appropriate, canbe carried out with manual interjections. For example � as will be discussed in �5.2.6 � a simple,manually-driven system was used in this investigation to log the seabed surface pro�le in an e�cientand non-intrusive manner.2. On the laboratory �oor, meticulous preparation of the test-bed can be carried to attain an initiallylevel surface. By contrast, owing to the radial acceleration �eld, the test-bed surface in a centrifuge islikely to adopt a cylindrical pro�le at the extremities of the test-box (alternatively, if the upper layerof soil is scraped away in �ight to conveniently preserve a �at surface then, it should be acknowledgedthat this corresponds to a curved surface in a parallel acceleration �eld [46]). Perhaps for othergeotechnical problems (e.g. foundation model testing), the attainment of a level test-bed is notcritical, however, for this problem, it is far more important owing to the need to accurately replicatethe evolution of the seabed surface with lateral displacement.3. Using a centrifuge is expensive and, hence, a programme of experiments is usually meticulouslyplanned out beforehand to maximize the available testing time. For the experimental work reportedhere, the sequence of tests was deduced in an iterative fashion, with the parameters of the next testdepending on those carried out previously. Accordingly, time was needed between tests to process theobtained data and augment the testing rig's control software, as appropriate.4. The primary concern in the calibration of a pipe-soil force-resultant model is the replication of keytrends evident in experimental data. Whether the absolute values of the loads are in agreement with�eld data is, perhaps, less signi�cant than, for example, being able to reliably predict whether asoftening or hardening response should be expected for a particular loading path. After all, if thevalidity of a model's framework has been fully tested and validated (in the sense of replicating key
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Fig. 5.1: 3-DOF loading rig.trends for a variety of di�erent load paths), pertinent parameter values can be re-calibrated at a laterdate, if necessary, to provide predictions in closer agreement with �eld data.5.2.2 3-DOF loading rigThe experiments were carried out using the loading rig shown in Fig. 5.1. It was commissioned byMartin [34] and subsequently modi�ed by Mangal [68] and Byrne [58]. The rig allows for independentcontrol of the vertical, horizontal and rotational displacement components in a single plane and itsoperation is summarized in the following with reference to the �gure.Actuation systemsThe rig's vertical actuation system consists of: (i) the vertically mounted slide-way (LG-V), (ii) thevertical sliding plate (VP), (iii) a set of four journal bearings (not shown), (iv) the vertically mountedlead screw (LS-V), (v) the vertically aligned (and geared) stepper motor (SM-V) and (vi) the coupling(C-V). LG-V is mounted from the rig's main reaction frame and is aligned to the vertical. The fourbearings are mounted from VP and possess female vee-shaped grooves, which � when tightened to themale vee-shaped edges of LG-V � constrain VP to slide up and down LG-V with minimal play. LS-Vis wound through a threaded block �xed to VP, and is driven by SM-V (via the coupling, C-V). SM-Vreceives commands from a computer (via the stepper motor controller unit) such that VP can be liftedup and down in an automated manner.The rig's horizontal actuation system consists of: (i) the horizontally mounted slide-way (LG-H),(ii) the horizontal sliding plate (HP), (iii) a second set of journal bearings (JB-H), (iv) the horizontallymounted lead screw (not shown), (v) the horizontal (geared) stepper motor (SM-H) and (vi) the coupling(C-H). The principle of the horizontal actuation system's operation is the same as the vertical system:



Chapter 5: Experimental investigation 172the bearings �xed to HP allow it to slide along LG-H when the lead screw is driven by SM-H (via thecoupling, C-H). The rotational system is mounted from HP but since no rotations were prescribed in thetest programme reported subsequently � as is consistent with the assumptions inherent to the proposedforce-resultant model � no further details on its operation are appropriate here. Indeed, the connectingarm holding the pipe element (PE) can be envisaged to be rigidly �xed to HP (if the �exibility of the rigis neglected).Test pieceThe solid, steel pipe element test piece (PE) commissioned for this work was of 50mm diameter and250mm length. A length to diameter ratio of 5:1 is typically considered su�cient to approximate planestrain conditions in uncon�ned testing, cf. Vesi¢ [129]. Regarding scaling, a pipe of 50mm diameter isapproximately four times smaller than the lower end diameter of pipes used in the �eld. Hence, it isnoteworthy that any in�uence of scaling is likely to be small relative to that of an investigation carriedout under equivalent conditions on a typical o�shore foundation, for example.Displacement measurementTwo LVDTs (LVDT-V and LVDT-H) measure the displacements of the sliding plates, VP and HP.LVDT-V (supplier: RDP Electronics of Wolverhampton, UK; part no: ACT600C; range: ±150mm)measures the displacement of VP relative to the rig's reaction frame while LVDT-H measures the displa-cement of HP relative to VP. Under the assumption that the rig is rigid, these measurements give thedisplacement of PE (and given that the loads in the test are small, this assumption is reasonable). Atthe outset of the work, the maximum horizontal travel distance a�orded by the rig was approximately
50mm. Since the diameter of PE was 50mm, this travel distance was too low to enable testing involvinglateral displacement cycles of multiple diameter amplitude. Accordingly, the horizontally mounted linearguide (LG-H) and LVDT-H were replaced by equivalent items capable of accommodating a greater hori-zontal travel distance. The new linear guide is 625mm long and of identical cross-section to that of thepre-existing slide; this allowed the new slide to be easily inserted into the pre-existing journal bearings(indeed, the original and new slides were both supplied by HepcoMotion of Tiverton, UK). The newLVDT was also supplied by RDP (part no: ACT4000C) and its travel distance is ±100mm (although,the total horizontal travel distance accommodated by the new assembly is slightly less than 200mm �approximately, 195mm � since the horizontal mounting plate would otherwise foul against the steppermotor casing).Load measurementLoads are measured by a `Cambridge' type load cell (LC) which is mounted in the connecting armjust above PE; full details of its operation and calibration are reported by Martin [34] and Byrne [58].



Chapter 5: Experimental investigation 173The load cell has been re-calibrated several times since the rig was �rst commissioned and, each time,the calibration constants were found to be within close proximity to the values determined initially.Accordingly, a full calibration of the load cell was not carried out for this work but, rather, weights ofknown value were suspended from the loading arm and compared to the electronically registered valuesto con�rm the calibration constants.Transducer excitation and data acquisitionByrne [58] carried out a series of improvements to the rig's transducer excitation and data acquisi-tion. Firstly, a RDP Modular 600 unit was commissioned to supply regulated excitation voltages to thetransducers and to amplify their output so as to obtain DC signals in the range: ±10V. Secondly, a16-bit analogue to digital data acquisition card was used to sample the output from the transducers and,hence, provide a digital reading with 1 in 65536 precision. Thirdly, a MS.VisualBasic program was writ-ten to automate data acquisition requests and then to download the sampled (digital) output. The sameMS.VisualBasic program was also tasked with the submission of requests to the stepper motors by passingASCII keywords, via an RS232 link, to the stepper motor controller unit. Speci�cally, instructions weresent to the stepper motor controllers of SM-V and SM-H to request either movement by a certain numberof steps, or to commence movement at a constant step rate. The ability to request data acquisition fromthe program tasked with submitting the stepper motor commands enabled tests to be carried out usingfeedback control. This was advantageous in two respects; �rstly, it enabled load-controlled tests to becarried out and, secondly, it increased the precision with which displacement-controlled tests could beundertaken (without feedback, displacement-controlled tests could only be carried out by prescribing asequence of steps through which each motor should move i.e. by using open-loop control).5.2.3 High resolution displacement measurementIn several tests, it was necessary to measure the displacement of the pipe with greater reliability andaccuracy than that provided by the LVDTs mounted on the rig. Accordingly, the separate set of lowtravel, high resolution LVDTS shown in Fig. 5.2 were used. These LVDTs were not mounted to the rigbut, instead, were �xed to a frame (S-LVDT-F) suspended from a crossbeam (SCB) bridging over thetest-bed such that their readings were independent of the �exibility of the rig.This system of LVDTs was commissioned by Mangal [68] and uses triangulation to deduce the dis-placement of PE from three LVDT readings. The triangulation calculation requires a method to �x thehorizontal datum. In previous work on o�shore foundation scale-model testing, the frame was bolted toSCB at the points labelled 1 and 2 in the �gure such that the horizontal datum was �xed (providing SCBwas itself horizontal). For this investigation, displacement measurements using the small LVDTs wererequired at selected intervals in tests for which the pipe was prescribed to undergo multiple diameterlateral displacement. Accordingly, it was necessary to be able to connect/disconnect the small LVDT
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Fig. 5.2: Small set of LVDTs for high resolution displacement measurement.frame to/from the loading rig without needing to unbolt and, subsequently, re-align the crossbeam, SCB.Accordingly, a slot was machined along the length of SCB so that the LVDT assembly could slide laterallyinto position, as required (previously, SCB only had holes at various lengthwise positions). By introdu-cing the slot, the horizontal datum was no longer �xed (since the LVDT frame could now slide verticallyrelative to SCB). This di�culty was readily overcome by recognizing that, in all tests, no rotation waspermitted (such that no commands were issued from within the MS.VisualBasic control program to thestepper motor controller of SM-M). Hence, the points labelled 3 and 4 in the �gure were always alignedto the horizontal (providing the rig itself was horizontal). This change meant that the existing algorithmto process the LVDT reading to deduce the resultant u and w needed to be augmented (although, forbrevity, details of this augmentation are not provided here).5.2.4 Loading rig controlBespoke algorithms were written to control the tests, although the code to request data acquisitionwas copied from the existing programs developed by Byrne [58]. Feedback control was used in all tests.For those tests carried out under displacement control, the current position of the pipe � as measuredby the LVDTs (either the set mounted on the rig or the small, auxiliary set) � was corrected to ensureit remained on course to follow its prescribed trajectory. Likewise, for those tests carried out underload control, the position of the pipe was corrected to ensure the load components measured by theload cell were in close proximity to their demanded values (only vertical load control was used in thetests discussed subsequently, in which case the pipe was subjected to penetration when the vertical loadreduced below its demanded value and uplift when it increased above it). The control algorithm wasof the PID (proportional-integral-di�erential) type, such that a correction to a load or displacementcomponent, c, was computed according to:
c = KP e (t)

︸ ︷︷ ︸Proportional +KI

t∫

t0

e (τ) dτ

︸ ︷︷ ︸Integral +KD
d

dt
e (t)

︸ ︷︷ ︸Di�erential . (5.2.1)
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Fig. 5.3: Grading curve of Leighton Buzzard DA30.Coe�cients of uniformity and curvature, Cu and Cc 1.56, 0.81†
D10, D30, D50, D60, D90 (mm) 0.32, 0.39, 0.46, 0.50, 0.71†Minimum dry density, γmin (kN/m3) 14.7Maximum dry density, γmax (kN/m3) 16.0Critical state friction angle, φ′cs (◦) 34.3∗
† as deduced via linear interpolation from the supplier's data.
∗assumed to be equal to that of Leighton Buzzard 14/25.Table 5.1: Properties of Leighton Buzzard DA30.Here, e (t) is the error at time, t, between the measured and demanded value of the controlled variable;

KP , KI and KD are gain coe�cients of the proportional, integral and di�erential terms respectively, t0is the reference time at the start of the portion of the test under feedback control and τ is a dummyvariable. Broadly-speaking, the proportional term serves to correct for any current error, the integral termaccounts for previous errors that have accumulated over the time interval, (t− t0), while the di�erentialterm attempts to compensate for future errors. Both the integral and di�erential terms in the aboveequation were evaluated numerically (using the Trapezium rule and a Newton di�erence quotient method,respectively).Several heuristic schemes have been proposed to tune PID control loops e.g. the commonly usedZiegler�Nichols method [130]. A �rst step in these schemes is to set KI and KD to zero, and thendetermine the value of KP at which the system �rst becomes unstable. However, this critical value of
KP was found to be highly sensitive to both the rate of loading and the surface geometry of the test-bed around the pipe. In particular, during trial testing in preparation for the constant V tests, it wasfound that changing the direction of lateral displacement placed a particularly onerous demand uponthe control loop such that the value of KP to cause instability was signi�cantly lower than at any otherpoint during the test. Accordingly, a more pragmatic approach, involving manual tuning was adoptedin which the di�erential term � which was found to have a destabilizing e�ect on the control loop �was omitted (i.e. KD was set to zero). Appropriate values of KP and KI were then found on a largelybespoke, trial-and-error basis (and for the constant V tests, their values were adjusted during the test,as appropriate).
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Fig. 5.4: Sand rainer.5.2.5 Soil characteristics and test-bed preparationThe tests were carried out on dry Leighton Buzzard silica sand (grade: DA30). Its grading curve,as inferred from data provided by the supplier, is shown in Fig. 5.3; other properties are listed in Table5.1. The primary motivation for this choice of sand grade was to obtain a ratio of grain size to testpiece diameter that was representative of that evident in the �eld (a D90 value of 0.71mm implies that90% of the sand grains are less than 1.42% of the 50mm pipe diameter). The sand was also to beused for a separate (though, related) investigation into failure mechanisms corresponding to the planestrain movement of an on-bottom pipe element, as discussed further in �5.2.8. Accordingly, the naturallyoccurring multi-coloured grains of Leighton Buzzard DA30 were bene�cial in that they provided su�cientcontrast for PIV analysis (such that the inclusion of foreign particles was not needed).Due to time limitations, a laboratory testing programme to determine the internal friction angle ata variety of densities was not carried out. Instead, the correlations proposed by Bolton [43] were used toestimate the internal friction and dilation angles from the relative density of each test-bed (as discussedin �5.2.7). However, these correlations require knowledge of the critical state friction angle, φ′cs. It wasdeemed su�cient to posit that the critical state friction angle of Leighton Buzzard DA30 is the same asthat of Leighton Buzzard D14/25, which was determined by Schnaid [131] to be 34.3◦.Testing was undertaken in a tank of 200mm internal depth and square plan of 1100mm side length.A sand rainer was commissioned with the intention of preparing an homogeneous test-bed. Fig. 5.4 is aphotograph of the rainer and the supporting assembly. SR-H is the hopper (manufactured from sheetsteel and various supporting angle sections), which rests inside SR-C, a rectangular plan cradle (also madefrom steel box and angle sections). Bolted to the cradle are a pair of bearings which roll within the pairof 1750mm long, parallel guide rails, SR-GR (the bearings and guide rails were supplied by IDAMotionof Bedford, UK). A stepper motor �xed to the cradle was used to drive a pinion (15mm PCD, 1.0 MOD)along the rack, SR-R. A MS.VisualBasic program was written to submit commands to the stepper motorvia the same controller unit used to control 3-DOF rig's vertical motor, SM-V. The hopper contains athin-slit at its base, the aperture of which was adjusted to attain an appropriate �ow rate (the lower the
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Fig. 5.5: Density measurement pots.
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200 Fig. 5.6: Measured variation of density with depth.aperture lower, the lower the �ow rate and, hence, the lower the relative density). The hopper was drivenback and forth until a su�cient volume of sand had been deposited in the test tank (TT) � typically,8-10 cycles were required. No mechanism was used to adjust the vertical position of the sand rainer tomaintain a constant drop height and, hence, as sand accumulated within the test-bed, the drop heightreduced. This was expected to give rise to an increasing density pro�le with depth. Unfortunately,due to the unexpectedly strong in�uence of boundary e�ects along the hopper's end walls, the �ow ratethrough the central portion of the slit was greater than at either end. While this was mitigated, to someextent, by decreasing the slit width over the central portion of the hopper, an initially level test-bed wasinevitably not attained. This was recti�ed, without densifying the sample, by using vacuum suction toremove the excess sand along the tank's edges.Density measurements were made using the sample pots (SP) shown in Fig. 5.5. The square internalarea of each pot had a side length 38.1mm while the internal height was 33.65mm. Five sample pots werepositioned in each test-bed. One was positioned on the base of the tank while the other four rested onplinths (SPP) such that the distance from the tank's base to the mid-point of the internal depth of the�ve pots were 20mm, 60mm, 100mm, 140mm and 180mm. Arranging the pots in this manner allowedthe variation of density with depth to be recorded.Three test-beds were prepared to carry out the tests discussed in �5.3 and �5.4. Test VL, a dedicatedvertical loading test was carried out in Tank 1 for which no density measurements were recorded (althoughthe sample preparation was such that the density was expected to be broadly similar to that of the othertanks). The remainder of tests were carried out in Tanks 2 and 3 (four tests per tank), for which Fig. 5.6
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Fig. 5.7: Optical displacement transducer and supporting apparatus.contains plots showing the variation of absolute and relative density with depth. It is of interest tonote that Bienen et al. [128] achieved an average relative density of just 5% (substantially less than thatobtained in this investigation) when placing a coarser grade of Leighton Buzzard sand by hand, althoughJones [132] achieved an average relative density of 37% (commensurate with the values obtained in thisinvestigation) when also using Leighton Buzzard DA30.5.2.6 Test-bed surface measurementThe proposed force-resultant model places a strong emphasis on the in�uence exerted by the seabedsurface pro�le on the size and shape of the yield surface in V :H space. Accordingly, a procedure wasrequired to log the test-bed surface in an e�cient and non-intrusive manner. The system that wasdeveloped to carry out these measurements is shown in Fig. 5.7. An optical sensor (OS), manufacturedby Sharp (part no.: GP2D120; supplied by RS components of Corby, UK), was mounted from a carrier(OS-C). OS measures the distance of a re�ective object placed within a range of 300mm. The carrier,OS-C, was suspended from a cross-beam (OS-CB) which was capable of sliding along the guide rail(OS-GR) in the direction perpendicular to the cross-section of the pipe. Output from OS was logged inthe same manner as the other transducers i.e. an excitation voltage in the range ±4.5V (the maximumrange speci�ed by the manufacturer) was supplied from a dedicated channel of the RDP Modular 600unit and the sampled output voltage signal was subsequently downloaded from the data acquisition card.A further LVDT (OS-LVDT) was connected via a coupling to OS-CB, such that, by logging the outputsof OS and OS-LVDT simultaneously, the test-bed surface pro�le in the plane normal to the cross sectionof the pipe was recorded.Calls to log OS and OS-LVDT were requested by the same MS.VisualBasic program used to controlthe loading rig. This allowed a test to be paused at an intermittent point within a displacement-controlledtest and, subsequently, re-started following the seabed surface scan.1 The MS.VisualBasic program wasaugmented to allow the processed outputs from OS and OS-LVDT to be written to the same text output�le as the other transducers (the LVDTs and load cell readings). A GUI was also written to submitrequests to start and stop the logging of these two transducers and to display a real-time plot of their1For load-controlled tests, stopping the test was not viable since the drop-o� in load incurred while the pipewas stationary placed a prohibitive demand on the control algorithm on re-starting the test.
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Fig. 5.8: Optical displacement transducer calibration.output. Typically, the optical transducer was pushed back and forth several times for each scan, and anaverage of the output recorded from each pass of the transducer was then taken.OS was calibrated against the 3-DOF rig's vertical LVDT (LVDT-V). It was deemed important to useLeighton Buzzard DA30 sand as the re�ective medium for the calibration of OS in case the relationshipbetween output voltage and separation distance was in�uenced by the optical properties of the re�ectivemedium. Calibration was undertaken by clamping OS to the base of the rig's loading arm, which wasthen lowered towards a �at, level sample of the sand. As it was lowered, the output voltages of OS andLVDT-V were logged simultaneously, from which the calibration curve shown in Fig. 5.8a was constructed.Vernier caliper measurements were taken as a check of the LVDT-V's output and these measurements arealso included on the plot. Fig. 5.8a shows that the relationship between output voltage and separationdistance is markedly non-linear. Indeed, the relationship is monotonic only for separation distancesin excess of 42.5mm. As such, the device was always operated with a separation distance above thisthreshold. Enlargement A and Enlargement B also reveal that the device's resolution decreases withincreasing separation distance (the step-changes in voltage arise because of the inherent digital nature ofthe device; further details on its operation are provided in the literature supplied by the manufacturer).Accordingly, OS was not mounted further than approximately 100mm from the test-bed at any pointduring a scan. An eighth-order polynomial was taken as an analytical expression to �t the relationshipbetween the output voltage and separation distance. This polynomial is superimposed on the plot in



Chapter 5: Experimental investigation 180Fig. 5.8a. Fig. 5.8b is a plot of the error � de�ned as the di�erence between the measured displacementand that predicted by the polynomial for the same voltage. The peak absolute error over a separationdistance range of 42.5-100mm was 0.95mm or 0.019D; this was deemed acceptable.5.2.7 Friction angle, φ′In order to draw comparisons between the experimentally-derived data and the numerically-derivedresults, it is necessary to �rst deduce a representative value of the internal friction angle, φ′, and thedilation angle, ψ, of each test-bed (as well as the pipe-soil interface friction angle, δ). With an estimateof these parameters, the associated values of the hardening parameters can be obtained from Table 3.4(pages 108-109) for a given pair of values of t̄1 and t̄2, and, then, scaled by the appropriate factor so asto give the relevant non-associated values.At low stress levels, Bolton's [43] expressions for φ′ in plane strain reduce to:
φ′ =







φ′cs + 5 (5ID − 1) for ID > 0.2

φ′cs for ID ≤ 0.2.

(5.2.2)On taking the representative density of each test-bed as the average over a depth of 2D below the surface,the relative densities of tanks 2 and 3 were, respectively, 0.32 and 0.25. From the above relationship,this gives φ′ as 37.3◦ and 35.6◦ for tanks 2 and 3 respectively. Also, since:
φ′ = φ′cs + 0.8ψ (2.6.3 bis.,)the values of the dilation angle, ψ, for test-beds 2 and 3, are 3.8◦ and 1.6◦ respectively i.e. all tests wereclose to critical state (although marginally on the `dry side of critical').Although the numerically-derived results were applicable to a φ′ = 30◦ and the experimental work wascompleted with a representative φ′ of 34.3◦, there are still worthwhile comparisons to be made betweenthe two. Firstly, the associated values of the hardening parameters were deduced for the experimentally-derived values of φ′ (i.e. 37.3◦ and 35.6◦) via interpolation within Table 3.4. Then, for the experimentally-derived φ′, the appropriate values of the non-association knock-down parameters, ζ1 and ζ2, were deducedfrom linear interpolation between the values of ζ1 and ζ2 deduced for φ′ = 30◦ and φ′ = 38◦ (as presentedand discussed in �4.6.1). This implies that for φ′ = 35.6◦, for example, the value of ψ for which thenumerically-calibrated parameters are sought is 5.6◦, rather than 1.6◦ i.e. the numerically-calibratedparameters correspond to the case of a higher ψ than was evident experimentally. This is a consequenceof not matching φ′cs between the experiments and the numerical calibration of the model. Despite this,broad agreement between the trends in the experimental data and the numerically-calibrated resultswas anticipated. In all cases, the interface friction angle, δ, was taken as 0.535φ′, as recommended byPotyondy [84] for a smooth steel/sand interface (i.e. 20.0◦ and 19.1◦ for test-beds 2 and 3 respectively).
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Fig. 5.9: Apparatus for particle image velocimetry (PIV) tests, from Jones [132].5.2.8 Particle image velocimetry (PIV)Jones [132] reports details of an experimental research programme � carried out in conjunction withthis investigation (and also using the 3-DOF rig) � to deduce the failure mechanisms during multiple pipediameter, lateral displacement using particle image velocimetry (PIV). The discussion on the constant
V tests � provided in �5.4.1 � will make reference to his investigation and, hence, the following overviewof its salient features is insightful.Fig. 5.9 depicts Jones' experimental set-up. The apparatus includes a 350mm x 600mm x 96mm(WxHxD), perspex-fronted dural (aluminium alloy) test tank, a steel tubular frame � upon which the3-DOF rig was mounted � and a separate pipe test piece (also of 50mm diameter). The test piece wasdesigned so that, when inserted between the perspex front panel and the dural (aluminium alloy) back-plate of the test tank, it could move with minimal frictional resistance whilst remaining in contact withthe perspex. As shown in the �gure, this objective was realized by �xing foam layers to each end of thepipe (so as to provide some axial compliance) and, in turn, �xing PTFE end plates (of 2.5mm thickness)to the exposed surface of each foam layer (so as to provide a contact surface with a low coe�cient ofstatic friction). The test tank was �lled with Leighton Buzzard DA30 sand and, under the actuation ofthe 3-DOF rig, the pipe segment was prescribed to follow a pre-programmed displacement history. Thecon�ning e�ect of the perspex front panel and the dural back plate ensured that plane strain conditionswere enforced.In isolation, the PIV test set-up could not be used to carry out load-controlled tests since it was notpossible to deduce reliably the proportion of the load � as measured by the load cell � due to frictionbetween the tank and the PTFE end-plates. Accordingly, the following two-stage approach was used.1. Stage 1 consisted of an uncon�ned test i.e. using the 250mm long pipe element in the open test tankshown in Fig. 5.4. In this test, feedback control � as described in §5.2.4 � could be used to maintaina load component (V or H) within close proximity to its demanded value.2. Stage 2 consisted of a con�ned test in the PIV test tank. This test was carried out under displacementcontrol, with the displacements recorded from the uncon�ned test taken as the test's input. Since thesame trajectory was then followed in both tests, the failure mechanisms were expected to be similar.



Chapter 5: Experimental investigation 182Test Objective(s) Name Tank � (page)Verticalloading (i) To obtain the vertical load:displacement (V :w) curvecorresponding to the initial penetration of the pipeelement into a level and (nominally) homogeneoussample (i.e. to obtain the virgin loading curve). (ii) Toinvestigate the elastic unload/reload response. VL 1 5.3.1(182)Swipe To generate a V :H load path which tracks within closeproximity to the instance of the yield surface followinginitial penetration. SW1, SW2 2 5.3.2(185)Circular loop To generate a V :H load path which tracks within closeproximity to the instance of the yield surface followinglarge-amplitude lateral displacement. CL1, CL2 2, 3 5.3.3(192)Displacement-controlledprobe To determine a subset of the (V,H) yield points on theinstance of the yield surface following large-amplitudelateral displacement. DCP 2 5.3.4(203)Constantvertical load To record the evolution of w and H for a test in whichthe pipe element was cycled between prede�ned u limitsand subjected to a constant value of V . CV1, CV2 3 5.4.1(206)Table 5.2: Test programme.Regarding image acquisition, the camera was positioned with its lens parallel to, and 500mm from, theperspex front of the test-tank. A lamp was required to provide the appropriate illumination. Afterthe accumulation of every 10mm of lateral displacement, 10 images were captured using the camera'sself-timer mode, with a 1 second pause between each image. The PIV analysis itself was carried outusing the MATLAB module, GeoPIV; full details of its operation are provided by White et al. [133].5.3 Results of tests to determine the V :H yield surfaceTable 5.2 provides a summary of the salient features of the tests discussed in the remainder of thischapter. The focus of this section is those tests which were carried out to determine the size and shapeof the instance of the V :H yield surface following a given history of plastic displacement (and also thedistribution of �ow vectors over the yield surface).5.3.1 Vertical loadingVirgin loadingFig. 5.10 is a plot of the vertical load:displacement (V :w) response for Test VL � a dedicated verticalloading test in which the pipe was penetrated to a depth beyond 1D at a rate of 0.1mm/s. The plotsuggests that a linear relationship of the form:
V = k̄pw (2.7.6 bis.)would su�ce to characterize the virgin vertical loading response, where a suitable value of the plasticsti�ness, k̄p, is 41.2kPa. This �nding is consistent with that of Zhang [37] (as discussed in �2.7.2) and
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PSfrag replacements APSfrag replacements EPSfrag replacements FPSfrag replacements GPSfrag replacements HFig. 5.10: Test VL � vertical load:displacement curve and surface pro�les.also the results of the `wished-in-place' numerical analyses reported in Chapter 3 (see the approximatelylinear plots in Fig. 3.21).Fig. 5.11 shows the virgin V :w loading response for all eight tests listed in Table 5.2. For clarity, the
V :w responses for events other than vertical penetration (e.g. swipe/probe events) have been excluded.Like Test VL, this plot suggests that the variation of V with w was approximately linear in each test.However, the gradients of the virgin loading curves di�er somewhat. For example, the highest sti�ness(recorded in Test DCP) was approximately 54.3kPa whereas the lowest sti�ness (recorded in Test SW2)was approximately 35.5kPa. The variation is likely to be due to the di�erent densities of Tanks 2 and 3and also di�erences between the densities of separate sites within the same tank. Indeed, it is noticeablethat, in general, the plastic vertical sti�ness for those tests carried out in Tank 2 is higher than for thosetests carried out in Tank 3; this is consistent with the observation that Tank 2 was denser than Tank 3.In Chapter 4, a procedure was described to determine the hardening parameters, V1, H1, V2 and
H2, from the geometric parameters, t1 and t2. If heave during vertical penetration is neglected, thenthe value of t1 (= t2) is the same as the vertical penetration, w. Hence, by looking up the numerically-calibrated values of V1 (= V2) for various t1 (= t2), a vertical penetration curve based on the results ofthe numerical analyses is readily derived. Two such curves, one for each of the test-beds, are includedon the plot in Fig. 5.11. In general, the agreement between the numerically-calibrated and experimentalload:displacement curves is good, although the responses in Tests SW2 and CL2 are less sti� than thosededuced from the results of the numerical analyses.Unload/reload responseIn Test VL, following the �rst 10mm (0.2D) of penetration, the pipe was lifted upward at a rateof 0.001mm/s (the slowest rate at which the vertically orientated stepper motor, SM-V, could operate).Once the vertical load reduced to zero, penetration recommenced. The V :w response during this portionof the test is enlarged in the inset of the �gure. The sti�ness on unloading (A→B) is approximately
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20 Fig. 5.11: Vertical load:displacement curves for all tests listed in Table 5.2.3300kPa, while the sti�ness on reloading is substantially lower � approximately 682kPa. As discussed in�2.6, an estimate to the sand's shear modulus, G, is required to generalise the measured elastic sti�nessto a seabed of arbitrary sti�ness and a pipe of arbitrary diameter. As set out in �2.6, the relation for Gproposed by Wroth et al. [49] leads to the following expression:
G = Ḡp(1−n)

a

(

αr +
Vr

βrγ′D2

)n
(
γ′D

)n
. (5.3.1)Taking Ḡ = 400, n = 0.5, pa = 101.3kPa, γ′ = 15.1kN/m3, D = 0.05m, w/D = 0.2 (hence, αr = 0.808and βr = 0.788) and Vr = 0.44 (the value of V at w/D = 0.2 on the virgin loading curve in Fig. 5.10),

G is 13.7MPa. From Eq. 2.6.6, this implies that the dimensionless vertical elastic sti�ness factor, k̄V w,takes a value between 0.050 (for reloading) and 0.241 (for unloading). This wide range of values of k̄V w ischaracteristic of the fact that, on unloading/reloading, sand does not respond in a purely elastic mannerbut, rather, some plasticity occurs during all but the smallest amplitude vertical displacement cycles.Failure mechanismFinally, it is useful to compare the observed �eld of velocity vectors during a vertical loading testwith those deduced from the numerical analyses presented in the preceding chapters. Fig. 5.12 showsthe velocity �eld for a shallowly-embedded pipe under vertical loading. This �gure shows a predomi-nantly punching shear failure mode whereby vertical penetration is accommodated by compression ofthe underlying soil (although some �ow vectors directed towards the free surfaces). This observationis veri�ed by the plots on the right hand side of Fig. 5.10 which reveal that negligible heave occurredduring the �rst 30mm (3D/5) of penetration. As discussed by Vesi¢ [129], with regard to the loading ofshallow foundations, there is a substantial body of experimental evidence which suggests that a `localshear' failure mode is to be expected for a loose sand. In contrast, the numerical analyses presented inthe preceding chapters show failure modes which, in the terminology coined by Vesi¢, are of the `generalshear' mode. General shear failure is accompanied by slip surfaces which commence from a point on theperimeter of the pipe and terminate at a point on the free surface. Clearly, the discrepancy relates to
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Fig. 5.12: Typical velocity �eld, as obtained from a PIV analysis, during vertical penetration.the idealized constitutive model used in the numerical work, perhaps due to the use of a perfectly plasticyield criterion or the assumption of rigidity (or a very sti� elastic response) prior to yield.5.3.2 Small lateral displacement: swipe tests (Tests SW1 and SW2)TheoryAs discussed in Chapter 2, several research programmes have been carried out with the aim ofdeveloping a plasticity model, akin to the one proposed here, to predict the resultant displacement ofa surface foundation due to a set of prescribed loads. The data needed to calibrate these models weretypically obtained through experimental work, the success of which owed much to the swipe test, whichwas discussed in Chapter 4, in the context of the numerical analyses (for which the soil was assumedas a perfectly-plastic material). However, since real soils inevitably harden/soften. The following re-assessment of the swipe test is insightful.As noted above, it is convenient to characterize the virgin vertical loading response by a linearrelationship, namely Eq. 2.7.6. By using the elastic vertical load:displacement relationship:
δV = kV wδwe, (5.3.2)together with the elastic-plastic decomposition law:
δw = δwe + δwp, (5.3.3)it is a straightforward task to obtain the following relationship between δV and δwp, as appropriate tovirgin vertical loading:

δV =

(
kV w

kV w/k̄p − 1

)

δwp. (5.3.4)As discussed in �2.7, for small amplitude lateral displacement about the as-laid position, it is appropriateto assume that the yield surface grows in an approximately self-similar manner with the vertical com-ponent of plastic displacement, wp. Also, for vertical penetration, the hardening parameters, V1 = V2,correspond to the peak vertical load (and they, therefore, ful�l the same role as V0 in the models of Zhanget al. [39] and Hodder & Cassidy [41]). Accordingly, by replacing V in the above equation by V1 = V2,the incremental form of the hardening law for small-amplitude lateral displacement can be characterized
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δV1 = δV2 =

(
kV w

kV w/k̄p − 1

)

δwp. (5.3.5)During a swipe test, the elastic and plastic components of vertical displacement are constrained to beequal and opposite: δwe = δwp, such that, via the use of the elasticity relation (Eq. 5.3.2), the followingequation relating an incremental change in V to δV1 = δV2 is readily obtained:
δV1 = δV2 = −

(
k̄p

kV w − k̄p

)

δV. (5.3.6)This relationship implies that, providing kV w � k̄p, δV1 = δV2 is small relative to δV . Accordingly, theproximity with which a swipe test load path tracks the yield surface depends on the ratio, kV w/k̄p; thehigher its value, the closer the tracking. From the test shown in Fig. 5.10, this ratio is approximately 80,and so the yield surface should be closely tracked during the swipe test.Test SW1The results of the �rst swipe test which will be discussed, Test SW1, are shown in Fig. 5.13a. Forthis test, penetration was carried out at a rate of 0.025mm/s, using feedback control to adjust the pipe'shorizontal position so as to ensure virgin loading occurred along the V axis (see the paths labelled, 0→A,on the plots). Penetration was instructed to cease after 11mm of vertical displacement (at A) so asto allow the small set of LVDTs to be connected to the rig's loading arm. Vertical displacement wasthen instructed to resume at the same rate, until the desired penetration depth of 12.5mm (D/4) wasreached (at C). Horizontal displacement then commenced at a constant rate of 0.005mm/s (C→D), withfeedback control used to correct the vertical elevation of the pipe in accordance with the high resolutionmeasurements from the small set of LVDTs.The plot in V :H space in the upper left quadrant of Fig. 5.13a shows that, as intended, the loadpath remained within close proximity to the V axis during vertical penetration (0→A). However, it isnoticeable that 2.1mm (0.042D) of horizontal displacement occurred from 0→A. Although this responsemight relate to some lack of homogeneity in the initial test bed, it should also be borne in mind that,in the numerical work reported in the previous two chapters (for which loading was carried out on aperfectly plastic, spatially homogeneous seabed), the direction of plastic displacement during verticalloading was not found to be unique. This demonstrates that, even under highly idealized conditions,it is theoretically possible for vertical penetration to occur with horizontal displacement, despite theabsence of horizontal loading. In any case, once vertical penetration ceased at A (to allow the smallset of LVDTs to be connected to the loading arm), V reduced by approximately 0.2N/mm while Halso increased marginally (A→B). This response suggests that there was some gradual reduction in thestresses within the soil mass beneath the pipe, perhaps arising from some minor slip within the testing
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(a) Results of a normally loaded swipe test following penetration to 12.5mm (0.25D).
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(b) Load path of Test SW1 and the corresponding numerically-calibrated yield surface.Fig. 5.13: Test SW1 results.rig.2 On reloading (after the small set of LVDTs had been connected to the rig's loading arm), the loadpoint returned to the apex of the yield surface (at C). During the swipe portion of the test itself (C→D),the plot in the upper right quadrant of the �gure shows a peak in u:H space. This is qualitatively similarto the response obtained numerically from the Abaqus swipe tests assuming the non-associated �ow rule;
cf. the results of Test SW8 in Fig. 4.10a. The plots in V :H and V :w spaces shows that the vertical loadreduced during the swipe test, with the V :H load path seen to follow a curve similar to those presentedin Chapter 4 (and also similar to those deduced experimentally by Zhang [37]).Based on the theory set out above, the V :H load path from C→D was expected to plot within closeproximity to the instance of the yield surface corresponding to vertical penetration to D/4. Therefore, it isof interest to compare Test SW1's load path with the prediction of the instance of the yield surface madeby the numerically-calibrated force-resultant model. This comparison is provided in Fig. 5.13b, where aplot of yield surface in V :H space corresponding to the parameter values: t̄1 = t̄2 = 0.25, φ′ = 37.3◦,2If the sti�ness in unloading is taken as 3300kPa, then just 0.06mm of slip-induced movement would berequired to bring about the observed 0.2N/mm reduction in V .
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γ′ = 15.1kN/m3 and D = 50mm is shown, together with Test SW1's load path. This plot reveals that,in general, the discrepancy between the numerically-calibrated yield surface and the experimental loadpath is not substantial; the peak vertical load predicted by the numerical results is 19.8% lower thanthat implied by the experimental results, while the peak horizontal load is under-predicted by 13.4%.Possible reasons for the discrepancy include: (i) the idealizations underpinning the procedure used toestimate φ′ and δ, (ii) the various simplifying assumptions used in the numerical work (e.g. the choiceof a perfectly-plastic, Mohr-Coulomb constitutive model, and the use of a `wished-in-place' analysis,which neglects the in�uence of strength inhomogeneities and heave following vertical penetration), and(iii) the fact that Test SW1's load path will, itself, diverge slightly from the actual yield surface sincesome plastic vertical displacement occurs during a swipe. Despite the discrepancy, the reasonably closeproximity of the numerically-calibrated yield surface to the experimentally-derived, swipe test load pathprovides con�dence in the choice of yield function, and the validity of the numerical calibration of thehardening laws.The results of Test SW1 are also valuable in that they allow the validity of the proposed force-resultant �ow rule to be assessed. The circular data-markers in Fig. 5.13b � which denote the loads anddisplacements recorded after each 0.1mm increment of horizontal displacement applied during the swipe� are seen to plot within closer proximity to each other at the swipe of the test than at its start. Thissuggests that, by the end of the swipe, the parallel point was reached; accordingly, a �ow vector parallelto the H axis has been added to the plot at the �nal (V,H) load point recorded during the test. Alsoshown on the plot in Fig. 5.13b is the instance of the plastic potential which passes through the parallelpoint of the predicted yield surface, together with the �ow vector at this point. The predicted andexperimentally-inferred �ow vectors are seen to be reasonably close to one another, which suggests thatthe data obtained from the numerical analyses reported in Chapter 4 were appropriate for the numericalcalibration of the force-resultant model (thus con�rming the necessity to calibrate a non-associated �owrule).Test SW2Fig. 5.14a shows the results of a second swipe test, Test SW2. In this test, the pipe was initiallypenetrated to a depth of 6.25mm (D/8) and, then, translated horizontally using the same procedures asthose used in Test SW1 (as described above). Given that this swipe was carried out at a rather lowpenetration depth, it was deemed reasonable to assume that any change to the seabed's load carryingcapacity brought about by the �rst swipe could be overridden by subjecting the pipe to further penetra-tion. Accordingly, immediately following the completion of the �rst swipe, penetration was instructed toresume until the pipe was located 25mm (D/2) below the initial test-bed surface. Then, a second swipe
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(a) Normally loaded swipe tests following penetration to 6.25mm (D/8) and 25mm (D/2).
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Fig. 5.15: Schematic diagram of a u:θ loop test, for constant V ′, as applicable to the calibration of a force-resultant o�shore foundation model.test was carried out (this time involving leftward movement), so as to obtain a load path expected to plotwithin close proximity to the instance of the yield surface corresponding to the new penetration depth.A comparison between Figs 5.13a and 5.14a reveals that the results of Test SW2 are qualitativelysimilar to those of Test SW1. In particular, the V :H load paths for the swipe portions of the test are seento be of similar shape to the one obtained in Test SW1 (albeit, the curve in V :H space for the secondswipe in Test SW2 is con�ned to the positive V , negative H quadrant of the V :H plane � rather than thepositive V , positive H quadrant � owing to the fact that the pipe was displaced leftward in the secondswipe, not rightward). From Fig. 5.14b, it is apparent that the V :H load path obtained from the �rstswipe (undertaken following penetration to 6.25mm) plots within close proximity to the correspondinginstance of the numerically-calibrated yield surface (as given by the hardening parameters deduced fromthe look-up table for t̄1 = t̄2 = 0.125, φ′ = 37.3◦, γ′ = 15.1kN/m3 and D = 50mm). Like in Test SW1,the agreement between the experimental load path and the predicted yield surface is seen to increase as
V reduces (the worst agreement is around the apex of the yield surface, where the value of V is 84.7%of the value of V at the start of swipe). The circular data-markers � which again denote the loads anddisplacements recorded after every 0.1mm of horizontal displacement applied during the swipes � are,like in Test SW1, seen to plot within closer proximity to each other at the end of swipe than at its start.This again suggests the attainment of a parallel point and, accordingly, at the �nal (V,H) load point ofthe swipe, a �ow vector parallel to the H is shown. Also included on the plot in Fig. 5.14b is the plasticpotential passing through the predicted parallel point, together with the corresponding �ow vector. Theagreement between the model's prediction of the parallel point, and the experimental data is seen to bevery good, suggesting that, for this penetration depth, the model's prediction as to whether penetrationor uplift accompanies lateral displacement is likely to agree with the experimental data.Fig. 5.14c shows the V :H load path for the second swipe (undertaken following penetration to 25mm)together with the numerically-calibrated instance of the yield surface corresponding to the parameters:
t̄1 = t̄2 = 0.50, φ′ = 37.3◦, γ′ = 15.1kN/m3 and D = 50mm. The scale of the V axis of this plot has beenset to be the same as the one in Fig. 5.14b, so as to show clearly the increase in the yield surface size



Chapter 5: Experimental investigation 191

PSfrag replacements

TSRQPONMLKJIHGFEA D0
TSRQPONMLKJIHGFEA D0 TSRQPONMLKJIHGFEA D0 TSRQPONMLKJIHGFEA D0
TSRQPONMLKJIHGFEA D0 TSRQPONMLKJIHGFEA D0 TSRQPONMLKJIHGFEA D0 loop 8loop 7loop 6loop 5loop 4loop 3loop 2loop 1

θ

(◦ ) time (s)

u

(mm) w(m
m)∆u(mm
)∆w(mm)

H

(N/mm)V(N
/mm)

0 1000 2000 3000 4000 5000 6000
−0.5

−0.25

0

0.25

0.5
0

50

100

0

5

10

15

20

−2
−1

0
1
2

0
1
2
3
4
5

0

0.1

0.2

0.3
0

0.2

0.4

0.6

Fig. 5.16: Test CL1: test record.(as suggested by the swipe test load path, as well as the numerically-calibrated yield surface) broughtabout by penetration. The discrepancy between the numerically-calibrated yield surface and the swipetest load path is slightly greater for this swipe than for the two discussed previously (the value of V atthe apex of the yield surface is just 73.4% of the peak V recorded at the start of the swipe). Also, unlikethe previous two swipes, it is noticeable that the circular data-markers do not coalesce towards the endof the test, suggesting that the parallel point was not reached. Accordingly, it is not troublesome thatthe model's prediction of the location of the parallel point (shown by the arrow directed parallel to the Haxis, normal to the proposed plastic potential) is some distance from the �nal load point recorded duringthe swipe. Indeed, had the swipe been continued further, it is likely that the �nal (V,H) load pointwould have been located closer to the origin (as indicated by the white-headed arrow), thus indicatingfurther agreement between the model's prediction and the experimental data.SummaryIn general, the trends deduced from the swipe tests have been found to be largely consistent with thenumerically-calibrated components of the proposed force-resultant model. In particular, each V :H loadpath corresponding to a swipe portion of Test SW1 and SW2 has been found to be of similar shape to the
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Fig. 5.17: Test CL2: test record.corresponding instance of the numerically-calibrated yield surface (although, the yield surface impliedby the experimental load path was found to be of larger size than its numerically-derived counterpart).Furthermore, the model's prediction of the location of the parallel point has been found to be largelyconsistent with the experimental data. These �ndings suggest that it is likely that the numerically-calibrated force-resultant model will be able to adequately predict the load:displacement response of thepipe during penetration and at the onset of lateral displacement.5.3.3 Large lateral displacement: loop tests (Tests CL1 and CL2)In this section, the results of two circular looping tests, CL1 and CL2, are presented and discussed.These tests were primarily undertaken to generate the results needed for comparisons to be drawn withthe numerically-calibrated instances of the V :H yield surface (and the corresponding distributions of�ow vectors) following large-amplitude, lateral displacement, as applicable to a pipe undergoing lateralbuckling/bending.



Chapter 5: Experimental investigation 193Motivation and test recordsMartin [34] carried out tests on clay in which a model spud-can foundation was initially penetratedto a target vertical load, and then unloaded to reach a chosen overloading ratio. The model foundationwas then prescribed to follow a circular displacement path in u:θ space with the intention of obtaininga load path which tracks close to a H ′:M ′ cross-section through the V ′:H ′:M ′ yield surface (where V ′,
H ′, and M ′ are the total horizontal and moment loads applied to the foundation); see the schematicdiagram in Fig. 5.15. As for the swipe tests reported above, the success of these loop tests hinged uponthe premise that the vertical plastic displacement, wp, governs hardening alone, such that, by holdingthe total vertical penetration constant, signi�cant hardening was not permitted, and hence a loop ofin u:θ space was expected to generate a H ′:M ′ load path which tracks close to the current instance ofthe yield surface. Following lateral displacement of multiple diameter amplitude, similar loop tests werealso undertaken here. However, since the objective was to obtain data to deduce an instance of theyield surface in V :H space (rather than H:M space), u:w loops were carried out (rather than u:θ ones).Owing primarily to the fact that the vertical penetration was prescribed, it was expected that V :H loadpaths obtained from u:w loops were expected to undergo continual hardening. Accordingly, in each test,several loops of increasing radius were carried out so as to deduce, by comparison, those portions of theloops in which hardening had occurred, and hence allow inferences to be drawn regarding the size andshape of the instance of the V :H yield surface for the current soil surface geometry.Figs 5.16 and 5.17 respectively show time histories of the loads and displacements recorded in TestsCL1 and CL2. The plots of w and u show the outputs from LVDT-V and LVDT-H, while the plots of
∆w and ∆u show the outputs from the small set of LVDTs. The small set of LVDTs were only usedduring particular events within the tests, and were re-zeroed prior to their use each time. Accordingly,their output is a measure of the displacement of the pipe relative to the start of the portion of the testin which they were used. As shown in the �gures, from 0→A (in both tests), the pipe was displacedvertically to a target penetration depth of 12.5mm (D/4). Then, from A→D, it was displaced laterally by100mm (2D) at constant elevation. Following this, from D→T, the pipe was prescribed to undergo eightcircular loops of increasing radius. The circular loop portions of each test are labelled on the �gure asE→F, F→G, G→H, H→I, I→J, J→K, K→L and L→M. In Test CL1, anti-clockwise circular loops werecarried out, each commencing with horizontal displacement to the move the pipe away from the berm.The (intended) radii of these loops were: 0.2mm, 0.4mm, 0.6mm, 0.8mm, 1.0mm, 1.4mm, 1.8mm and2.4mm. In Test CL2, clockwise circular loops were also carried out, but this time the initial movementwas vertically downward. The (intended) radii of these loops were: 0.1mm, 0.2mm, 0.4mm, 0.6mm,0.8mm, 1.2mm, 1.6mm and 2.4mm. Following each loop in both tests, the pipe was moved horizontallyby a small amount (3-5mm) with the intention of returning the (V,H) load point to approximately thesame position in V :H space as before the loops were carried out.
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(b) Test CL2.Fig. 5.18: Results of Tests CL1 and CL2, prior to the looping portions of each test.
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Chapter 5: Experimental investigation 195Figs 5.18a and 5.18b respectively show the results of Tests CL1 and CL2 prior to the looping portionsof both tests. The plots in V :H space show that the results from 0→A→B→C are qualitatively similarto those of the swipe tests discussed above. On continuing lateral displacement to point D, 100mm fromthe embedment site, the u:H plots show that the horizontal load increased in both tests. The V :H plotsshow that there was minimal change in the vertical load. Fig. 5.19 shows the recorded soil surfaces atthe start and end of the circular looping portions of Tests CL1 and CL2. These �gures reveal that theincrease in the size of the berm brought about by the displacement during, and between, the loops wasnot substantial.For each of the loops carried out in Test CL1, Fig. 5.20 (pages 196-197) contains eight plots � onefor each loop � showing the obtained results in the spaces: V :H, V :w, u:H and u:w. Similarly, Fig. 5.21(pages 198-199) contains plots showing the equivalent data recorded in Test CL2. The u:w plots inFig. 5.20 show that, while an approximately circular displacement path was followed for all loops in TestCL1, the circles are o�set about the w axis (with the peak horizontal displacement towards the bermgreater than the peak horizontal displacement away from the berm). Similarly, for the three smaller loopsin Test CL2, the u:w plots in Fig. 5.21 show that the circular loops are o�set about the u axis (with thepeak displacement upward greater than the peak displacement downward). The failure to follow exactcircular displacement paths was not, however, deemed detrimental � after all, circular loops were chosenfor convenience, and other closed-loop excursions would also have been appropriate. Of primary interestin the subsequent discussion is the proximity of the V :H load paths to the instance of the yield surfacefollowing 100mm (2D) of purely horizontal displacement at a penetration depth 12.5mm. Accordingly,for ease of comparison, the same axes have been chosen for each of the plots in V :H space.Test CL1The plots in V :w space in Fig. 5.20 show that following a small, compliant regime at the start of eachloop (from a→b), V increased approximately linearly with w to point c. From b→c in each loop, thevertical sti�ness was su�ciently low to suggest that bearing capacity failure � hence, plastic displacement� occurred (for example, the sti�ness in Loop 8 from b→c was approximately 250kPa, considerably lessthan the vertical elastic sti�ness values identi�ed in �5.3.1). Accordingly, in the context of a force-resultant plasticity model, it is appropriate to infer that hardening took place during these portions ofeach loop. The V :w plots show that the gain in V in passing from b to c was greater for the larger loopsthan the smaller ones, suggesting that, as expected, more hardening occurred in the larger loops. Fromc→d, the plots in Fig. 5.20 show that V continued to increase, although the V :w response is seen to beless sti� than it had been from b→c.The V :H plots show that there is a sharp change in the curvature of the load path around thepeak V (close to point d). As is evident from the u:H plots (particularly those corresponding to thelarger loops), there was minimal change in H with u around this peak in V . This suggests that there
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Chapter 5: Experimental investigation 200are a collection of (V,H) load points closely grouped around the peak V which correspond to di�erentincrement plastic displacement directions and, hence, �ow vectors of di�erent inclinations. In Chapters3 and 4, the direction of incremental plastic displacement at the apex of the yield surface at the peak
V was found not to be unique. Accordingly, in this respect, there appears to be agreement between theexperimental data and the numerically-derived results.The results of the numerical analyses presented in Chapter 4 suggest that the value of V for whichpurely horizontal incremental plastic displacement occurs is substantially lower than the peak V on thecurrent instance of the yield surface. Accordingly, for the experimental data to agree with the numericalpredictions, V must reduce on approaching point e (the point when purely horizontal movement wasprescribed). The plots in V :H space for all loops in Fig. 5.20 show that this is precisely the responsewhich was observed. Indeed, it is noteworthy that the response from d→e is broadly similar to thatfound to occur during a swipe test. This �nding suggests that locally (that is, for displacement excursionswhich are of su�ciently low magnitude to prevent signi�cant changes in the seabed surface geometry), avertical plastic displacement increment gives rise to more hardening than a horizontal plastic displacementincrement of the same magnitude (and hence during purely horizontal displacement, the V :H load pathwould be expected to track close the yield surface). Accordingly, for future investigations, it would appearlikely that a test similar to a swipe � as described in the preceding section � could be used to determinethe instance of the V :H load surface following large-amplitude lateral displacement. From e→f→g→h,the (V,H) load point remained close to the origin, suggesting that purely plastic displacement occurredduring these portions of the loops.The load paths from c onwards for each of the eight loops are shown on common set of V :H (δwp:δup)axes in Fig. 5.22. Also shown are the �ow vectors corresponding to: (i) purely downward incrementalplastic displacement, (ii) incremental plastic displacement with downward and rightward components ofequal magnitude, and (iii) purely rightward incremental plastic displacement (the position of all �owvectors were deduced by neglecting the incremental elastic displacements in each loop). The plot showsthat, with increasing loop radius, the �ow vectors directed parallel to the V axis plot closer to one another,suggesting that the amount of hardening experienced per mm of vertical displacement tended to reducewith increasing penetration depth. After passing the peak in V , the V :H load paths plot reasonablyclose to one another, thus giving a clear depiction of the location in V :H space of this portion of theyield surface. It is also noteworthy that the �ow vectors corresponding to purely horizontal incrementalplastic displacement are very close to each other.Test CL2In Test CL2, the initial movement was downward, as shown on the u:w plots in Fig. 5.21. The sti�nessunder vertical loading in this test was initially much higher than in Test CL1 (approximately 1000kPa).For the six largest loops, on reaching the points labelled Y, the gradient of each V :w curve decreased,
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Fig. 5.22: Test CL1 � V :H load paths for various loops.indicating a reduction in sti�ness. In the context of force-resultant plasticity, one interpretation of theseresults is that each point labelled Y is a yield point and, hence, from a→Y (shown in bold on the plots)the response is elastic. Support for this interpretation of the results can be obtained from an examinationof each of the plots in V :H space, which show a change in the gradient of the V :H load path on reachinga point close to Y (as is consistent with the observations noted in Chapter 4 concerning the tendency forthe load point to track along the yield surface to �nd the yield point where the �ow vector aligns withthe direction of the prescribed plastic displacement increment). For the smallest two loops, the V :Hplots show little change in the loads, suggesting that these loop were su�ciently small to prevent theload path reaching the yield surface. The plots in V :H space show that the peak in V (reached betweenY and b) increased with loop radius. As in Test CL1, this response is likely to be due to hardening; forthe larger loops, more penetration was prescribed and, hence, the increase in vertical load was higher.From b→c, the pipe underwent predominantly horizontal movement in which it was moved awayfrom the berm. The plots in V :w and V :H spaces show that V reduced considerably in these portions ofthe loops. This �nding is consistent with the results presented in Chapter 4, since for the analyses carriedout using a non-associated �ow rule (as appropriate to drained sand), the �ow vector corresponding toleftward incremental plastic displacement was found to be located close to the origin. As for Test CL1,it is noteworthy that the response over this portion of each loop is similar to the response expectedfor a swipe test, again suggesting that vertical plastic penetration has a more substantial in�uence onhardening than horizontal plastic displacement.In Fig. 5.23, the load paths for the eight loops are reproduced on a common set of V :H axes withthe elastic portions of each loop omitted. Also shown are the �ow vectors of the yield points (i.e. thoselabelled Y on the V :H plots in Fig. 5.21) together with the �ow vectors corresponding to purely leftwarddisplacement (again, the position of all �ow vectors were deduced by neglecting the incremental elastic
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Fig. 5.24: Comparison between load paths, yield points and �ow vectors of Tests CL1, CL2, DCP, togetherwith a plot of the corresponding numerically-calibrated yield surface.displacements in each loop). On passing the peak V , the load paths for the various loops do not plot asclose to one another as those of Test CL1. This is, however, a �nding which is consistent with the resultsof the numerical analyses since the introduction of more surcharge behind the pipe (higher t2) was foundto cause the yield curve to cross into the positive V , negative H quadrant of the V :H plane.Summary and comparison with the numerically-calibrated yield surfaceFrom an examination of the results of Tests CL1 and CL2, hardening was expected to have taken placeduring the portions of the loops for which pipe was being displaced vertically downward. Accordingly,the V :H load paths were not inferred track along the instance of the yield surface arising from thelateral displacement of 100mm (2D), but instead were expected pass through a series of expanding yieldsurfaces. Nevertheless, the shapes of the load paths suggest that the V :H yield surface is con�ned to the
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Fig. 5.25: Test DCP: test record.positive V , positive H quadrant of the V :H plane, as was found to be the case based upon the results ofthe numerical analyses presented in Chapters 3 and 4.From Fig. 5.19, a representative value of the average height over one pipe diameter to the right of thepipe was determined as 0.7D. For comparative interest, the numerically-calibrated instances of the yieldsurface for t̄1 = 0.7 and t̄2 = 0 is shown in Fig. 5.24. Also reproduced are the load paths for the 0.4mmloop in Test CL1 and the 0.4mm and 0.6mm loops in Test CL2 � loops for which plasticity was clearlyevident but the amount of hardening experienced was comparatively small. While the experimental loadpaths do not overlie the numerically-calibrated yield surface, there is broad agreement. This tends tosuggest that the size and shape of the numerically-calibrated yield surface is appropriate.5.3.4 Large lateral displacement: displacement-controlled probe tests (Test DCP)Test DCP was carried out to generate further data on the combined V :H loading response followinglarge-amplitude lateral displacement. In this test, as shown in Fig. 5.25, the pipe was �rst penetratedto a depth of 8.33mm (D/6) and then displaced horizontally by 100mm (2D). The pipe was then movedalong a straight path of prescribed inclination (which, as in Chapter 4, will be termed here as a probe).After each probe, the pipe was moved upward/downward by the appropriate amount to return the pipe
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−50Fig. 5.26: Test DCP: soil surface pro�les prior to each probe.to the same vertical position as immediately before the �rst probe. Next, the pipe was subjected tolateral displacement of 5mm (D/10) before the next displacement-controlled probe and vertical positioncorrection were carried out. This process was repeated �ve times to give a total of six probes. Theprobes are denoted as E→F, G→H, I→J, K→L, M→N and O→P on Fig. 5.25. The choice of lengthfor the probes was critical; if the value was too low, then yielding would not be evident whereas if itsvalue was too large, then the distribution of stresses within the test-bed would be altered to a su�cientextent that they would in�uence the subsequent probes. Based on earlier trial testing, a probe length of1.4mm (0.028D) was selected. The inclinations of the probes were chosen as 5◦, 15◦, 70◦, 105◦, 120◦ and

150◦, measured clockwise from the positive u axis. Like in Tests CL1 and CL2, the purpose of the lateraldisplacement undertaken between two successive probes was to return the load point in V :H space toapproximately the same position as before the probes were carried out. The small LVDT set was usedto measure the displacements during the probes; it was attached to the loading rig prior to each 5mm ofintermediary lateral movement, and was detached before the vertical elevation of the pipe was correctedfollowing each probe. The soil surface geometries at the end of the probes were also measured (after thesmall set of LVDTs had been removed). Fig. 5.26 shows that, as desired, the geometry of the test-beddid not change signi�cantly during the probing portions of the test.Fig. 5.27a displays the results of Test DCP, with only the probing events themselves shown (i.e. datalogged between probes have been omitted for clarity). For the 5◦ and 15◦ probes, the variation of loadwith displacement, in both u:H and V :w spaces, is characteristic of an elastic perfectly plastic materiali.e. a sharp reduction in sti�ness is evident, after which displacements accumulated with no furtherincrease in load. Accordingly, for these two probes, the load point in V :H space is seen to settle at�xed location, thus clearly revealing a yield point and �ow vector. For the 150◦ probe, the response isbroadly similar to that of the 5◦ and 15◦ probes, except that the elastic regime appears to be su�cientlysmall that displacements accumulated with very little change in load. This response is indicative of yieldpoints lying close to the origin in V :H space. For the 105◦ and 120◦ probes, while the response in u:Hspace identi�es a de�nitive transition from an elastic to an elastic-plastic response, in V :w space, thereis no such de�nitive transition. One interpretation of these observations is that the extent of the probewas not su�cient to reach yield and, hence, the load path shown in V :H space terminates at a point
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Fig. 5.27: Test DCP results.



Chapter 5: Experimental investigation 206within the yield surface. An alternative, and more plausible interpretation (given the high sti�ness ofsand), is that the path is elastic-plastic and undergoes hardening over the extent of the probe i.e. theload path in V :H space passes through a series of expanding yield surfaces. Deciding upon a yield pointis therefore, to some extent, subjective. Furthermore, for the 70◦ probe, no de�nite transition to yield isdiscernible in either V :w or u:H space.The plot in Fig. 5.27b displays the approximate location of the (V,H) yield points inferred from theprobes. As described above, the choice of a yield point for the 70◦, 105◦ and 120◦ probes is rathersubjective and so two yield points, joined by dashed lines, are included on the plot to indicate the startand end of the region over which plasticity was encountered. The yield locus formed from the yield pointsis almost entirely con�ned to the positive V , positive H quadrant of the V :H plane (thus providing goodqualitative agreement with the �ndings of the numerical analyses). Flow vectors � again deduced byneglecting the incremental elastic displacements during the probes � are also shown. In Fig. 5.24, thedata plotted in Fig. 5.27b is shown together with that of Tests CL1 and CL2 as well as the correspondingnumerically-calibrated yield surface. Together, these results provide a consistent depiction of the sizeand shape of the yield surface. Also, given the orientation of the probe test �ow vectors (relative to theyield surface), the results of this test con�rm the need to calibrate a non-associated macroscopic �owrule in the force-resultant model.5.4 Results of constant V tests5.4.1 Large lateral displacement: Test CV1Test recordFig. 5.28 is a record of Test CV1 showing the variation, with time, of the loads, H and V , and thedisplacements, u, w and θ (as measured by the set of LVDTs mounted on the rig). The test commencedwith vertical penetration (0→a) at a constant rate of 0.1mm/s until a penetration depth of 8.33mm (D/6)was recorded (point a). Next, a command was sent to SM-V to reverse the direction of vertical motion soas to lift the pipe upwards (a→b) at a constant rate of 0.001mm/s (the slowest rate at which which SM-Vcould operate). Uplift ceased once the vertical load reduced to 10.29N, 1/10th of the peak value recordedduring vertical penetration. This meant that, prior to lateral displacement, the overloading ratio, R, was10. A total vertical load of 10.29N implies, for a 250mm length pipe segment, a per-unit-length valuesof 0.0412N/mm and, for γ′ = 15.1kN/m3, a dimensionless vertical load, V̄ , of 1.09. V̄ of 1.09 implies aper-unit-length value of 4.1kN/m, which is certainly in the range of typical values used in practice.Lateral displacement commenced as soon as uplift stopped. Initially, the rate of lateral displacementwas 0.001mm/s, but this was ramped up smoothly over the �rst 25mm (D/2) of lateral movement (b→c)until a peak value of 0.05mm/s was reached. The lateral displacement rate was then held constant at this
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Chapter 5: Experimental investigation 208value until the speci�ed lateral displacement limit of 100mm (2D) was attained (point d). The direction oflateral displacement was then reversed, with the lateral velocity from d→e increased in the same manneras over b→c. At point e (u = 0mm), the direction of lateral displacement was, again, reversed and � onfollowing the same lateral velocity variation as over b→c and d→e � lateral displacement continued until
u =195mm (3.9D, at point f). The pipe was then returned to u =0mm (f→g) before the cycle of lateraldisplacement over e→g was repeated (g→i). The entire test lasted 8 hours 38 minutes.During lateral displacement, feedback control was used to ensure the recorded vertical load remainedwithin close proximity to its demanded value of 10.29N (penetration was requested if the recorded loaddropped below the demanded value and, conversely, uplift was requested if the recorded load increasedabove the demanded value). Fig. 5.28 shows the record of the vertical load, V , for the entire test andidenti�es that, for the most part, the vertical load holding control algorithm functioned as intended.Indeed, during lateral displacement, the maximum and minimum vertical load values were, respectively,14.46N and 6.91N (14.1% and 6.7% of 102.9N respectively i.e. within close proximity to the desired 10%).The most onerous phase of the test, with regard to the correct functioning of the vertical load hold controlalgorithm, occurred on approaching the extremities of a lateral displacement cycle � particularly so duringthe third cycle (i.e. on approaching points g and i). The vertical load tended to rise above the demanded10.29N during these portions, despite the relatively sharp uplift which was commanded (as evident fromFig. 5.28). While higher values for the control variables, KP and KI , would have helped to alleviatethese problems, this would have increased the likelihood of encountering catastrophic instabilities (cf.the discussion in �5.2.4). Nevertheless, the drift from the demanded V =10.29N was unlikely to besu�ciently large that the measured histories of w and H di�ered greatly from those which would havebeen recorded if constant V had been enforced exactly. Furthermore, with regard to the testing of theproposed force-resultant model (which is described in the next chapter), the measured outputs of thecontrolled variables (rather than their requested time histories) can be used as inputs to the modelsimulations so as to allow the predictive capabilities of the model to be assessed independent of the factthat constant V was not maintained exactly. A �nal noteworthy comment on the functioning of the loadhold control algorithm concerns the �uctuations present in the recorded history of V . The magnitudeof these �uctuations exceed those due to transducer noise alone; accordingly, it would appear likely thatthey are physical responses (probably due to corrections in vertical position emanating from the controlalgorithm, but conceivably due to a stick-slip type response during failure).Presentation of resultsFig. 5.29 contains plots showing the results of Test CV1. Figs 5.29a, 5.29b and 5.29c show, respec-tively, results for cycles 1 (b→e) , 2 (e→g) and 3 (g→i) while Fig. 5.29d contains two summary plots forthe entire test, one showing the variation of H with u, and the other showing the variation of w with u.For clarity, the portions of the test involving leftward movement are shown in bold.



Chapter 5: Experimental investigation 209As discussed in �5.2.8, the displacement history recorded during Test CV1 was taken as the input fora displacement-controlled test using the PIV apparatus, as carried out and reported by Jones [132]. Fromthe images supplied by Jones, the velocity vector �elds at 16 stages during the test were determined; theseare presented in Fig. 5.30. The data markers with labels, A. . .P, on the u:H plots in Fig. 5.29 identifythe point during the test to which the velocity vector plot with the same label in Fig. 5.29 corresponds.Each velocity vector �eld was generated using GeoPIV, taking a grid of 24 pixel width squares, separatedfrom each other by 48 pixels. On each plot in Fig. 5.30, the seabed surface � as deduced by manuallyselecting points on the surface of each photograph � has also been shown.Observations over cycle 1 (b→c→d→e)The u:H plot in Fig. 5.29a shows that, at the start of the test, the horizontal load:displacementresponse was very sti�; indeed, H had increased to 0.029N/mm after u had reached just 0.2mm (0.004D).Then, the sti�ness reduced substantially, with H increasing by just 0.017N/mm over the remaining100mm of the leg. Accordingly, the horizontal load:displacement response over the �rst leg appears tobe similar to the prediction made by an elastic-hardening-plastic model, with the horizontal componentof the yield (or breakout) load equal to 0.029N/mm. Reassuringly, this suggests that the proposed force-resultant model should be able to replicate the experimentally observed trends (at least with regard tothe horizontal load:displacement response during the initial lateral movement).The u:w plot in 5.29a shows that the pipe initially underwent slight penetration, reaching a peakdepth of 9.2mm (0.18D) after 42.1mm (0.84D) of lateral displacement. As discussed in Chapter 2, thetendency for the pipe to penetrate or uplift is initially dependent on the magnitude of the overloadingratio, R. If R exceeds some critical value, penetration is expected, if it is less than this critical value,uplift is expected, and if it is equal to this critical value, lateral displacement at constant elevation isexpected (as noted in Chapter 2, the point on the yield surface with an R value equal to the critical oneis termed the parallel point). Since penetration occurred at the onset of lateral displacement, this datasuggests that the critical (i.e. parallel point) value of R is less than 0.1 (although, in all likelihood, onlymarginally so, since the penetration was not substantial). Indeed, between 16.9mm (0.34D) and 45.7mm(0.91D), the horizontal load remained (approximately) constant and lateral displacement occurred witha negligible change in the pipe's vertical elevation � a response consistent with the notion of reachingthe parallel point. However, following the �rst 45.7mm of lateral displacement, the pipe started to movealong an upward trajectory, suggesting that the response had begun to diverge from those predicted by`small' displacement force-resultant models (e.g. the models of Hodder & Cassidy [41] and Zhang et al.[38], as detailed in �2.7.2).Explanations for the trends evident in the data for the outward leg of the �rst cycle (namely, thegentle increase of H with u, and the tendency for the pipe to migrate upwards towards the end of the leg)are readily provided with reference to the vector �elds at positions A, B and C in Fig. 5.30. At positions
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Chapter 5: Experimental investigation 212A and B, it is evident that lateral displacement occurred by lifting soil upward to form a berm ahead ofthe pipe. It is likely that the increase in passive resistance due to berm growth was the primary causeof the increase of H with u. By position C, the berm had grown substantially and, if uplift had notoccurred, it is inevitable that a deep-seated failure mechanism, requiring a higher V than the prescribedone, would have been needed to allow lateral displacement to continue. Accordingly, since the verticalload was maintained as constant (at least, approximately so), the pipe experienced uplift, reaching anelevation of 7.3mm (0.15D), by the end of the test � approximately 1mm above the penetration depthimmediately prior to lateral displacement.On reversing the direction of lateral displacement (after reaching point d), a sti�, initial responseoccurred, with H reducing to -0.009N/mm after just ∼ 1.25mm of horizontal travel (such that thatthe (V,H) load point passed into the positive V , negative H quadrant in the V :H plane). Over theremainder of the leg, the magnitude of H increased gradually (although, at a greater rate than over theoutward leg, b→d). The u:w plot o�ers an explanation for this response. The pipe underwent substantialpenetration over the �rst 58.5mm (1.17D) of the return leg, reaching a peak penetration depth of 14.8mm(0.30D) � an increase of 7.52mm (0.15D) relative to the penetration depth attained at d. This increasein penetration gave rise to an increase in the passive resistance which had to be mobilized to continuelateral displacement and, hence, led to the increase in H. The penetration, itself, occurred because �without the presence of a berm to the left of the pipe � lateral displacement could otherwise have takenplace under an applied V of lower magnitude than the prescribed one. Over the remainder of the cycle,the trajectory of the pipe �rst leveled o�, before rising by approximately 2.8mm (0.06D) over the leg's�nal ∼40mm (∼0.80D). The reasons underpinning this �nal, upward movement are largely the sameas those outlined above for the outward leg. Namely, on reaching the leftmost extremity of the cycle,the pipe encountered the higher embedment depth of the virgin soil to the left of the initial embedmentsite. An increase in V would have been required to generate the deep-seated failure mechanism neededto plough through this material at constant elevation and, so, to maintain V at its prescribed, constantvalue, uplift occurred. Also, within this �nal portion of the cycle, the horizontal load increased markedly� at position E, H was 0.036N/mm while, just 20mm (0.4D) later (on reaching point F), it had increasedby 31% to 0.047N/mm. This response is also a consequence of encountering the higher passive resistanceof the higher embedment on approaching point e (see the velocity vector �eld at F).Observations over cycle 2 (e→f→g)At the start of the rightward leg of the second cycle (e→f), the horizontal load increased rapidly suchthat the (V,H) load point returned to the positive V , positive H quadrant after just 0.7mm (0.01D)of lateral displacement. The pipe then underwent substantial penetration, falling by 6.8mm (0.14D)over the �rst 30mm (0.6D) of the leg. The reasons for this penetration are largely the same as thosediscussed above for the �rst cycle; namely, without a berm to the right of the pipe, penetration was



Chapter 5: Experimental investigation 213required to ensure that lateral displacement occurred under the prescribed vertical load (rather than oneof lower magnitude). The increase in penetration brought about a higher passive resistance and, hence,an increase in the horizontal load (after 30mm of travel, H had reached 0.029N/mm).Over the next 50mm (1D) of this leg, the pipe encountered the berm which had been depositedat the rightmost extremity of the �rst cycle (see the velocity vector plot at position G in Fig. 5.30).Unsurprisingly, therefore, the horizontal load increased markedly over this phase of the test (more thandoubling to 0.075N/mm). Also, the pipe began to follow an upward trajectory, rising by approximately3.2mm (0.06D) in this portion of the test. The reasons for this uplift are the same as those outlined abovefor the �rst leg; namely, unless uplift had occurred, a higher V than the prescribed one would be requiredto provide further growth of the berm and, hence, continue lateral displacement. The pipe continued itsupward trajectory over the remainder of the leg, reaching a �nal embedment depth of 9.7mm (0.19D)at d. Interestingly, over the latter half of the leg, the horizontal load remained constant (despite thesubstantial berm growth evident at H and I in Fig. 5.30). It would appear that berm growth (which isexpected to increase lateral resistance) and uplift (which is expected to reduce lateral resistance) o�setone another, thus, giving a constant lateral load.On reversing the lateral displacement direction, the (V,H) load point transitioned rapidly into thepositive V , negative H quadrant of the V :H plane (in keeping with the notion of an initial sti�, elasticresponse, as discussed above). Then � like in the �rst cycle � the pipe underwent substantial penetration,descending by 5.8mm (0.12D) over the �rst 25mm (0.5D) of the leg. At the end of this portion of thetest, the magnitude of the horizontal load had increased to 0.028N/mm and, over the subsequent 100mm(2D) of horizontal travel, it did not change substantially from this value. At �rst sight, this response issurprising given that the u:w plot shows that the pipe followed a descending trajectory over the �rst halfof this leg. However, an examination of the test-bed surface at positions H, I and J shows that, to the leftof the pipe, the seabed surface which formed from the outward excursion, sloped downward such that adownward trajectory was required to maintain contact between the pipe and the seabed. This aspect ofthe test emphasises the necessity for a force-resultant model to be able to keep a record of the evolutionof the seabed surface in memory. Over the last 50mm (1D) of the leg, due to the impact with the bermat the leftmost extremity of the cycle, the magnitude of the horizontal load increased markedly.Observations over cycle 3 (g→h→i)Both reversals in the lateral displacement direction in the third cycle exhibited the characteristicsti�, initial load:displacement response which was evident in the previous two cycles. The u : w plotcontains a pair of concave upward curves, showing that the pipe fell on approaching the centre spanand rose on approaching the cycle's lateral displacement extremities (the reasons for these changes invertical elevation are the same as those discussed above for the �rst two cycles). Over the �rst leg ofthis cycle (g→h), berm accretion (as shown by the velocity vector plot at position M) led to a gradual



Chapter 5: Experimental investigation 214increase in horizontal load. Since no noticeable changes in H or w were recorded after undergoing 100mm(2D) of lateral displacement (the position of the rightmost extremity of the �rst cycle), it is evident thatthe immediate in�uence of the history of movements during the �rst cycle had been erased. However,on encountering the berm deposited at the rightmost extremity of the second cycle (at h), the loadincreased markedly, reaching a peak value of approximately 0.096N/mm. This is greater than the peakof 0.075N/mm attained in the second cycle (see also Fig. 5.29d) and there are two (related) reasons toexplain the increase. Firstly, by the end of the �rst leg of the third cycle, more soil had been depositedin the berm at the rightmost extremity of the cycle (such that, for failure to continue, the higher passiveresistance of the larger berm had to be mobilized). Secondly � as shown by the velocity vector plot atposition O � failure involved pushing soil at an inclined direction, with an upward component. The upliftat the end of the cycle (at i) brought the pipe to a vertical position just 1.51mm (0.03D) lower than atthe start of the cycle (at g).In general, the velocity vector �elds in Fig. 5.30 suggest that the soil was close to critical statethroughout the test (only, perhaps, at positions A and D is there evidence of the gross surface movementindicative of dilation). As discussed in Chapter 2, a loose sand preparation was intended to o�set thein�uence of the lower stress level present in 1g testing. Accordingly, based upon these PIV images, itis appropriate to conclude that the sample was su�ciently loose to ensure that excessive dilation wassuppressed, and hence the results (when presented in the appropriate dimensionless form) are applicableto pipes of large diameter also on loose sand.Implications for the proposed force-resultant modelThe key �ndings deduced from Test CV1 can be summarized as follows:1. The load:displacement response at a particular instant during cyclic, lateral displacement is dependenton the history of prior movements which have brought the pipe to its current position. In particular,on encountering a berm deposited from a previous excursion, there is a tendency for the horizontalload to increase and the vertical elevation to reduce. Accordingly, it is essential that a force-resultantmodel can keep an appropriate record of the prior history of movements, just as the model proposedhere does (by considering the seabed as an assembly of columns, and storing and updating theirheights following changes in plastic displacement; cf. the discussion in §2.11 in Chapter 2).2. To understand the load:displacement response of a pipe undergoing lateral displacement, it is essentialto account for the response in both the lateral and vertical degrees of freedom (and their interdepen-dence). For example, the horizontal load at a particular instant during lateral displacement willdepend on the embedment depth and, hence, the vertical elevation of the pipe. For this reason, theberm size (and strength) cannot be reliably correlated to the lateral resistance (since it will dependenton the direction, in the u : w plane, along which the pipe is moving).



Chapter 5: Experimental investigation 2153. As evident from the second cycle of Test CV1, the increase in lateral resistance due to the merger oftwo berms did not occur as a sharp step-change but, rather, took place over a lateral distance of �niteextent. The proposed force-resultant model should be able to replicate this trend since the heuristicsto predict the evolution of the seabed (discussed in the next chapter) account for the gradual mergerof two berms.Single-sided failure mechanisms are evident for the vast majority of positions A-P in Fig. 5.30 (theexceptions being D and J, which show two-sided failure mechanisms following a change in the lateraldisplacement direction). This is in broad agreement with the �ndings of the OxLim analyses discussedin Chapter 3. Accordingly, it would appear likely that the size and strength of the berm to the sideof the pipe into which the pipe is displacing primarily governs the (V,H) capacity for that position.Therefore, in the context of the proposed force-resultant model, it is likely that, for rightward movement,the hardening parameters, V1 and H1, are largely insensitive to t2 (and vice-versa regarding the in�uenceof t1 on V2 and H2). However, as also discussed in Chapter 3, formulating a more generic force-resultantmodel in which the combined V :H loading capacity is taken as function of both t1 and t2 is not, in itself,a weakness (and could aid more accurate predictions, particularly when either t1 or t2 approach zero).5.4.2 Large lateral displacement: Test CV2Fig. 5.31 shows the record of the loads and displacements recorded during Test CV2. The history ofvertical displacement speci�ed prior to lateral displacement was, in general, similar to that in Test CV1.Over 0→a, vertical penetration to a target depth of 8.33mm (D/6) was requested, followed by uplift toattain a speci�ed overloading ratio (over a→b). For this test, the peak vertical load was recorded as108.25N (corresponding to give a per-unit-length value of 0.433N/mm), while the speci�ed overloadingratio was 5. Accordingly, the target vertical load for the remainder of the test was 21.65N (0.113N/mm).The number and amplitude of the lateral displacement cycles (over b→c→d→e→f→g→h) was the sameas in Test CV1.The results of Test CV2 are shown in Fig. 5.32 and are presented in the same format as those of TestCV1. Also shown in Fig. 5.33 are the seabed surfaces at the intermediary points labelled A. . .M on the
u:H plots in Fig. 5.32. The key observations which distinguish the results of this test from those of TestCV1 are as follows:1. Over the �rst leg of the �rst cycle, the plot in u:w space in Fig. 5.32a shows that the pipe underwentcontinual penetration, reaching a penetration depth at point b of 24.1mm (0.48D). This sharp, initialdownward movement is consistent with the fact that the overloading ratio in this test was twice thatused in Test CV1.2. The plot in u:H space in Fig. 5.32a shows that the horizontal loads recorded from a→b in Test CV2were more than double those recorded over the equivalent portion of the �rst cycle of Test CV1. The



Chapter 5: Experimental investigation 216reason for this higher H is due to the downward trajectory of the pipe, which as shown by the plotsin Fig. 5.33A and Fig. 5.33B led to the formation of a larger berm o�ering greater passive resistance.3. Due to the sharp downward movement (and the related formation of a substantial berm), the soil isshown to over-top the pipe during the second and third lateral displacement cycles; see, for example,Figs 5.33I, 5.33J, 5.33K and 5.33M.As for Test CV1, the results of this test highlight that, unless a predicative model maintains an appropri-ate record of the evolving seabed geometry, it will not be able to make realistic predictions of H duringcyclic lateral displacement.5.5 Concluding commentsIn this chapter, the results of a scale model testing programme, carried out under plane strain condi-tions, were reported. The aims of this experimental programme were: (i) to determine data pertaining tothe current instance of the V :H yield surface (and the distribution of �ow vectors over the yield surface),and (ii) to measure the evolution of w and H during horizontal displacement-controlled movement ofthe pipe element under constant vertical load. The results of the �rst strand of the testing programmeprovided evidence to suggest the suitability of the choice of yield function and that the numerically-calibrated hardening parameters provide appropriate estimates to the V :H load capacity a�orded by theseabed. The results of the second strand of the experimental tests showed the strong interdependencebetween the evolution of the seabed surface and the V :H load capacity. Field-representative values ofthe pipe weight and overloading ratio were used, such that these tests provide the necessary data againstwhich the model discussed in the next chapter can be tested.
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6Numerical formulation and implementation of theforce-resultant model
6.1 IntroductionChapters 3 and 4 detailed numerical analyses from which a yield function was selected and proceduresoutlined to enable the hardening and plastic potential parameters (V1, H1, V2, H2, β1, η1, β2 and η2)to be determined for given values of t1, t2, φ′ and δ. This procedure is one constituent of the proposedhardening law framework, as introduced in �2.11. However, the heuristics used to update the geometricparameters, t1 and t2, following an incremental change in the plastic displacement of the pipe have yetto be detailed. In this chapter, the description of the force-resultant model is completed by specifyingthese heuristics. Details of the numerical implementation of the model are then reported, including theuse of a fully implicit (backward Euler) scheme to carry out the integration of the rate equations. Severalexamples to demonstrate the operation of the model are presented, and its validity is con�rmed by thepresentation of retrospective simulations of the some of the tests reported in Chapter 5.6.2 Seabed surface update: heuristics and implementationIn �2.11, the concept of a discrete data structure to maintain a record of the seabed surface geometry(via the use of the array, S) was outlined. In the following, details are provided of the procedures usedto update the entries of S following a change in plastic displacement.The scheme to update the seabed surface is central to the hardening laws. It allows the in�uence ofthe history of the pipe displacement to be held in memory, and accessed when needed by the algorithms(discussed subsequently) to carry out the elastic-plastic updates. However, it is important to acknowledgethat, while the set of heuristics and procedures proposed here are felt to capture the key aspects of theredistribution of the soil across the seabed, alternative (though, similar) heuristics and procedures couldundoubtedly be conceived.
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Fig. 6.1: Flow chart showing the sequence in which the various subroutines discussed in �6.2 are called byUPDATE_MAIN.6.2.1 Key subroutinesThe algorithm was initially implemented in MATLAB, but later ported to FORTRAN 90 for usewith Abaqus.SUBROUTINE: UPDATE_MAINUPDATE_MAIN schedules the calls to the four subroutines (CALCULATE_AREA, SPLIT_AREA,REDISTRIBUTE and REPOSE_CORRECTION) tasked with updating S. The �ow chart in Fig. 6.1displays the sequence in which these subroutines are called, together with the key input and outputvariables of each (the meaning of each symbol in this �ow chart is provided in the following discussion).UPDATE_MAIN also carries out important pre/post-processing roles to limit the relatively highcomputational expense of updating S. The schematics used in this chapter (e.g. Fig. 6.2) show theseabed to be divided into tens of columns per pipe diameter. However, in practice, it was found thathundreds of columns were required to provide the re�nement needed to give converged solutions for theupdated loads. Since the update in the pipe's plastic displacement only a�ects the seabed pro�le inthe local vicinity of the pipe, it was deemed unnecessary to pass the entirety of S to the subroutines
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Fig. 6.2: Schematic showing the extraction of S̃, the local portion of the seabed surface height array, S.tasked with carrying out the updates. Accordingly, as shown schematically in Fig. 6.2, the elements of
S corresponding to locations within a user-speci�ed distance (LR) of the pipe centre are extracted to anew array, S̃, which is then passed to each of the subroutines called by UPDATE_MAIN. Operationson S̃ can be carried out more e�ciently than those on S, and with a lower memory demand; a typicalvalue used for LR was in the range 4D − 6D. Following each call to UPDATE_MAIN, the �rst andlast entries of S̃ are compared with their initial values to check that the sequence of updates do notcause the �rst and last entries of S̃ to change (thus indicating that the selected value for LR was toolow). An error statement is printed if indeed the �rst or last entry of S̃ has been corrected. However, inpractice, this eventuality was only found to occur if the model was used in a structural analysis in whichan unstable (snap-through buckling) response was inadequately handled and, hence, was indicative of awider problem (rather than one pertaining the seabed surface update itself). Finally, UPDATE_MAINre-compiles S by inserting the updated entries of S̃ at the appropriate locations.SUBROUTINE: CALCULATE_AREACALCULATE_AREA carries out the �rst update to S̃, and its operation is explained in the followingwith reference to Fig. 6.3. Figs 6.3a and 6.3b show the pipe in its initial and updated positions withoutany updates, as yet, applied to S̃. As shown by the grey shaded region in Fig. 6.3b, the pipe's updatedposition is seen to overlap the initial seabed surface. This overlapping area � labelled Ã in the �gure� is removed by correcting any columns in the range: imin . . . imax such that their heights are set to bethe same as that of the lower surface of the pipe at the same lateral position, as stored within the array,
p. The corrected seabed surface is shown in Fig. 6.3c. Ã is then evaluated as the di�erence between theoriginal area of the seabed and that after the corrections are applied.As shown in the �ow chart (Fig. 6.1), if Ã = 0 i.e. the movement of the pipe is such that thereis no overlapping soil (a scenario brought about only if the pipe's plastic displacement is predomi-nantly vertically upward), then no redistribution is required and the update scheme proceeds to callREPOSE_CORRECTION. Otherwise, if Ã > 0, SPLIT_AREA is called.
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Fig. 6.3: Schematic diagram to aid the explanation of CALCULATE_AREA.SUBROUTINE: SPLIT_AREASPLIT_AREA is called to obtain ξ+ and ξ−, the proportions of the overlapping soil area, Ã, to beredistributed to the right and the left of the pipe's centre respectively. For simplicity, ξ+ and ξ− areassumed to be solely dependent on α = arctan (∆wp/∆up). The heuristic which is used in SPLIT_AREAto determine ξ+ and ξ− is based upon the following reasoning.1. Purely vertical, plastic penetration (∆wp > 0, ∆up = 0) is assumed to cause an equal split of Ã toeither side of the pipe; i.e. for α = 90◦, ξ+ = ξ− = 0.5 is assumed. This assumption corresponds tothe points A and A' on the plot in Fig. 6.4.2. A plastic displacement increment with a positive horizontal (rightward) component (∆up > 0) isassumed to cause a higher proportion of Ã to be redistributed to the right of the pipe's centre thanto its left; i.e. for −90◦ < α < 90◦ it is assumed that ξ+ > 0.5 and ξ− < 0.5. Likewise, for a plasticdisplacement increment with a negative horizontal (leftward) component (∆up > 0, 90◦ < α < 180◦),

ξ+ < 0.5 and ξ− > 0.5 are assumed.3. A positive, purely-horizontal, plastic displacement increment (∆wp = 0, ∆up > 0), is assumed tocause all of the soil to redistribute to the right of the pipe's centre; i.e. for α = 0◦, it is assumed that
ξ+ = 1, ξ− = 0. This assumption corresponds to points B and B' on the plot in Fig. 6.4. Likewise, anegative, purely-horizontal plastic displacement increment (∆wp = 0, ∆up < 0) is assumed to causeall of the soil to redistribute to the left of the pipe's centre. This assumption corresponds to points Cand C' on the plot in Fig. 6.4.4. A plastic displacement increment with negative vertical and positive horizontal components (∆wp < 0,
∆up > 0) is assumed to cause all of the soil to be redistributed to the right of the pipe's centre; i.e.for −90◦ < α < 0◦, it is assumed that ξ+ = 1, ξ− = 0 (this assumption corresponds to points lyingon the straight lines between B and D, and B' and D' on the plot in Fig. 6.4). Likewise, a plasticdisplacement increment with negative vertical and horizontal components (∆wp < 0, ∆up < 0), isassumed to cause all of the soil to be redistributed to the left of the pipe's centre (this assumptioncorresponds to points lying on the straight lines between C and E, and C' and E' on the plot inFig. 6.4).The equations de�ning the straight lines connecting the points A, B, C, D and E were chosen as theheuristic to de�ne the relationship between ξ+ and α and, likewise, the equations of the straight lines
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Fig. 6.4: Heuristic to de�ne the dependence of ξ+ and ξ− on α.connecting the points: A', B', C', D' and E' were chosen as the heuristic to de�ne the relationshipbetween ξ− and α. Accordingly, ξ+ is determined from the following piecewise relation:
ξ+ =







1 for −90◦ < α < 0◦

1− α/180 for 0◦ ≤ α ≤ 180◦

0 for 180◦ < α < 270◦

(6.2.1)with ξ− de�ned likewise: ξ− = ξ+− 1. While the above scheme is attractively simple, it is acknowledgedthat it is somewhat arbitrary; indeed, other schemes of similar character could undoubtedly be conceived.SUBROUTINE: REDISTRIBUTEThe role of REDISTRIBUTE is to deposit the excess soil area, Ã, in a manner which ensures thetotal soil area remains unchanged. Clearly then, the geometry update scheme neglects the tendency forthe soil to dilate (although, the extension to account for dilation could be readily included in futurework). In the following, the operation of REDISTRIBUTE is described with reference to the schematicsin Fig. 6.5.Firstly, the columns to the right of the pipe centre are inspected successively (from the centre out-wards) to �nd the �rst column with a void between the pipe perimeter and the seabed surface; thiscolumn is labelled i = ic in Fig. 6.5a. The soil area to be redistributed to the right of the pipe centre,
Ã+ = ζ+Ã (shown by the hatched block in the upper left hand side of Fig. 6.5a) is then deposited suc-cessively into the columns: i=ic . . . imax, as follows. Each column in this range is inspected, in turn, totest whether the area remaining to be deposited exceeds the area of the void. In Fig. 6.5a, Ã+ is shownas a hatched block in the upper left hand side of the �gure. For this case, Ã+ exceeds the void areaavailable in column ic and, hence, all of this column is �lled, as shown in Fig. 6.5b. Ã+ is then updatedby subtracting the area deposited into the �rst void from its initial value, as shown by the hatched blockin the upper left hand side of Fig. 6.5b. The process is repeated for next column, ic + 1, as shown in
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Fig. 6.5: Schematic diagrams to aid the explanation of REDISTRIBUTE.Fig. 6.5c. For column ic + 2, as shown in Fig. 6.5d, the area of the void exceeds the updated Ã+ (thearea remaining to be deposited) and therefore only the portion of this column to ensure all of the soil isredistributed, i.e. to give Ã+=0, is �lled. In the eventuality that all the voids in the range i = ic . . . imaxare �lled, the remaining soil is deposited uniformly over the columns to the right of imax over a furtheruser-de�ned distance (trial runs of the model indicated that 1D gave realistic results). The redistributionof Ã− = ζ−Ã is carried out in the same manner. Indeed, by inverting the arrays, S and p (such that
S (1) ← S (N), p (1) ← p (imax), S (2) ← S (N − 1), p (2) ← p (imax − 1), where N is the number ofentries in S) the same code is used to carry out the redistribution of soil to the other side of the pipe.The scheme outlined above was motivated by the failure mechanisms obtained from the numericalanalyses and experimental work, as presented in Chapters 3�5. In these chapters, velocity vector plotswere presented which identi�ed failure mechanisms consisting of the uplift of soil wedges on either sideof the pipe with the soil outside each wedge largely undisturbed (refer to Figs 3.7, 3.9, 4.18 and 5.12).The extent of the wedge along the seabed free surface was found to depend on several factors, includingthe seabed surface geometry, the e�ective friction angle of the sand, φ′, the dilation angle, ψ, and thedirection of plastic displacement of the pipe, α. While a set of heuristics to account for the in�uenceof each of these parameters on the redistribution of the soil could be conceived, this approach wasdeemed overly complex. Accordingly, on pragmatic grounds, the simpler approach given above was used.However, this scheme does possess a key trait. For a shallowly-embedded pipe, the majority of the soil



Chapter 6: Numerical formulation and implementation of the force-resultant model 226

Fig. 6.6: Schematic diagrams to aid the explanation of REPOSE_CORRECTIONis redistributed into columns between imin and imax, whereas, for a deeply-embedded pipe (for which thevoids directly adjacent to the pipe centre are already �lled), the majority of the soil is redistributed intocolumns outside of the range imin . . . imax. Therefore, the model captures the spread of soil further fromthe pipe centre with increasing embedment depth.SUBROUTINE: REPOSE_CORRECTIONIn general, the seabed surface pro�le returned from REDISTRIBUTE contains slopes in excess of theangle of repose, that is, the di�erence between the heights of two neighbouring columns, ∆ = Si+1 − Si,exceeds the critical value, ∆c = δs tan φ′ (where the angle of repose has been assumed to be equal to φ′).REPOSE_CORRECTION is tasked with correcting the soil surface pro�le to ensure that all slopes areinclined at an angle of, at most, φ′.The �rst step carried out by REPOSE_CORRECTION is to search rightwards from the pipe centreto �nd the �rst pair of neighbouring columns separated by a height, ∆, in excess of ∆c. Fig. 6.6a showstwo such columns, the larger of the two is labelled column ir. Updated values for Sir and Sir+1 aresought to: (i) preserve the same total soil area of the two columns As,2 = δs (Sir + Sir+1), and (ii) givea separation height of ∆c. Such a solution is found analytically according to:
Sir =

As,2 + ∆cδs
2δs

(6.2.2)
Sir+1 = Sir −∆c. (6.2.3)Fig. 6.6b shows the soil surface pro�le after the columns ir and ir+1 have been corrected to the values givenby the above expressions. However, as indicated on the �gure, the di�erence between Sir+2 and Sir+1 nowexceeds ∆c. Accordingly, rather than just correcting Sir and Sir+1, the column heights, Sir . . . Sir+Nrwhere Nr > 0, are updated so that the heights of no two columns in the range i = ir . . . ir+Nr di�er bymore than ∆c. Generalising the above update equations for two columns to the case of (Nr + 1) columnsgives:
Sir =

As,Nr+1 + jNr∆cδs
(Nr + 1) δs

(6.2.4)
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Sir+k = Sir+k−1 −∆c (6.2.5)for k = 1 . . . Nr, where jNr is given by the recursive formula:

jk+1 = jk + k + 1,initialized with j1 = 1, and:
As,Nr+1 = δs

Nr+1∑

k=1

Sir+kis the total area of the columns ir . . . ir+Nr . Nr is found using a trial and error scheme. For the exampleshown in the schematic, Nr = 2 is su�cient, as shown in Fig. 6.6c. However, as indicated on the �gure,the di�erence between Sir−1 and Sir now exceeds ∆c, and so the scheme outlined above is implemented ina loop in which ir is decremented by one on each pass through the loop until all angle of repose violationshave been eradicated. The scheme is then applied, in an almost identical manner, for any slopes fallingtowards, rather than away from, the centre of the pipe. In the same manner as the previous subroutines,the entries of the arrays s̃ and p are then inverted to allow angle of repose corrections for the slopeslocated to the left of the pipe centre to be carried out.SUBROUTINE: T_EXTRACTIONREPOSE_CORRECTION returns the �nal updated seabed pro�le, S̃. The remaining task for the soilupdate scheme is to compute updated values for t1 and t2 to be used to determine the current hardeningand plastic potential parameters, as described previously; this step is carried out by T_EXTRACTION.Average seabed heights, t1 and t2, are determined as follows:
t1 =




1

ñ

imax+ñ∑

i=imax+1

S̃i



−
(

wp −
D

2

) (6.2.6)
t2 =




1

ñ

imin−1∑

i=imin−ñ
S̃i



−
(

wp −
D

2

) (6.2.7)where ñ is the number of columns over which the average is taken. ñ was chosen as the closest integervalue to D/δs, that is, the average was taken over a length of approximately D either side of the pipe.The key advantage of this formulation is that it accounts, in a uni�ed way, for berm accretion and theformation of recesses behind the pipe and is completely generic to complications including the mergingof two or more berms.6.2.2 Example runThe plots in Fig. 6.7 show the output at intermediate stages of an example run of the seabed surfaceupdate scheme. For this example, 600 columns per diameter of lateral position were used and the runcommenced following penetration to an embedment depth of 0.2D. The updated seabed pro�le, and
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Fig. 6.7: Plots of the predicted seabed surface and pipe position as extracted from intermediary stages of anexample run of the surface update scheme implemented in the force-resultant model.hence t̄1 and t̄2, were then sought following the lateral (rightward) displacement of the pipe by 0.25D.1
φ′ was taken as 30◦.Fig. 6.7a shows the seabed surface before the pipe was moved, while Fig. 6.7b is taken from anintermediary stage of CALCULATE_AREA and shows the pipe in its updated position, but withoutany corrections yet applied to the seabed surface. The overlapping area to be redistributed, Ã, is shadedgrey. Fig. 6.7c is a plot of the output from CALCULATE_AREA and shows the corrected seabed surface1An increment of 0.25D is signi�cantly larger than that which the update scheme would be passed by thesubroutines of the macro-element tasked with carrying out the elastic-plastic load:displacement update, but hasbeen used in this example to aid the clarity of the �gures.



Chapter 6: Numerical formulation and implementation of the force-resultant model 229after the removal of area, Ã. Since the prescribed plastic displacement increment for this example isentirely rightward, SPLIT_AREA returned: ξ+ = 1 and ξ− = 0 i.e. all of Ã was to be redistributed tothe right of the pipe's centre. Fig. 6.7b is a plot of the output from REDISTRIBUTE. For this example,the majority of the soil is redistributed over a length of 1D to the right of the pipe (only the small regioncircled in the �gure has been deposited in the voids between the soil surface and the pipe perimeter).Figs 6.7e and 6.7f are two outputs from REPOSE_CORRECTION: Fig. 6.7e shows the seabed surfaceresulting from the correction of slopes inclined in excess of φ′ and located to the right of the pipe'scentre (for this example, there are two such corrected slopes, as circled on the �gure), and Fig. 6.7f showsthe seabed surface resulting from corrections to slopes located to the left of the pipe's centre (for thisexample, a portion of the hollow formed from the movement of the pipe was inclined at an angle greaterthan φ′). A comparison between Figs 6.7a and 6.7f shows the cumulative e�ect of the seabed surfaceupdate scheme. Following the update, t̄1 and t̄2 are 0.34 and 0.18 respectively (whereas before the updatetheir values were both 0.25).6.2.3 Closing commentsThe above scheme to update the seabed surface is central to the hardening laws. It allows thein�uence of the history of the pipe displacement to be held in memory, and accessed when needed by thealgorithms (discussed subsequently) to carry out the elastic-plastic updates. However, it is important toacknowledge that, while the set of heuristics and procedures proposed here are felt to capture the keyaspects of the redistribution of the soil across the seabed, alternative (though, similar) heuristics andprocedures could undoubtedly be conceived.6.3 Summary of the proposed force-resultant constitutive modelBefore detailing the mathematical formulation of the force-resultant plasticity model, it is in theinterests of clarity to summarise its components, as given in this and the preceding chapters. In doingso, it is convenient to introduce the following notation. The loads, V and H, are now grouped into acolumn vector of generalised stresses, σ, while the displacements, w and u, are now grouped into a columnvector of generalised strains, ε (likewise, the elastic and plastic displacement components are respectivelygrouped into the column vectors, εe and εp). As used earlier in the thesis, χf is the column vector ofthe hardening parameters (V1, H1, V2 and H2), and χg is the column vector of the plastic potentialparameters (β1, η1, β2 and η2). The application of each increment is considered to take place withpseudo time, t, and a dot over a variable denotes its rate e.g. ε̇ is the column vector of the displacementrates. k signi�es the increment number � for example, σ(k) denotes the load vector in the kth increment� while the change in a quantity over one increment is indicated by the pre�x, ∆.



Chapter 6: Numerical formulation and implementation of the force-resultant model 2301. Elastic-plastic decompositionThe �rst component of the model is an equation which states that the total displacement rate isdecomposed into elastic and plastic portions:
ε̇ = ε̇e + ε̇p. (6.3.1)2. Elasticity relationshipThe second component is an equation which states that the elastic displacement rate is related tothe load rate by the elastic sti�ness matrix, K̄:
σ̇ = K̄ε̇e. (6.3.2)3. Yield criterionThe third component is the statement that the loads, σ, and set of hardening parameters, χf , mustsatisfy the yield criterion:

f(σ,χf) ≤ 0. (6.3.3)In Chapters 3 and 4, f was de�ned as a piecewise construction of a pair of parabolas, f1 and f2:
f = max (f1, f2) (3.7.1 bis.)where:

f1 = − V
V1

(

1− V

V1

)

+
H

H1
(3.7.2 bis.)

f2 = − V
V2

(

1− V

V2

)

− H

H2
. (3.7.3 bis.)4. Flow ruleThe fourth component is the �ow rule, which speci�es the relationship between the load componentsat yield and the incremental plastic displacement components. As detailed in Chapter 4, the �ow rule isgiven as:

ε̇p =


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∂σ

for f2 = 0, f1 < 0

λ̇1
∂g1
∂σ

+ λ̇2
∂g2
∂σ

for f1 = f2 = 0

(4.6.3 bis.)where g1 and g2 are the plastic potential functions:
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(4.6.5 bis.)



Chapter 6: Numerical formulation and implementation of the force-resultant model 231and β1, η1, γ1, β2, η2 and γ2 are the non-association parameters. Values for the non-association parame-ters were speci�ed in �4.6.1 while V ′
1 and V ′

2 (the dummy variables) are found from the conditions g1 = 0and g2 = 0 respectively.5. Hardening lawThe �nal component is the hardening law, which allows updated values of the hardening parameters(V1, H1, V2 and H2) to be deduced following an increment in the plastic displacements, ∆εp. This updateis carried out in two stages. The �rst � to update the seabed surface geometry and extract values forthe parameters, t1 and t2 � was the focus of the opening sections of this chapter. The second stage �to look-up values for V1, H1, V2 and H2 from t1, t2, φ′ and δ � was addressed in Chapter 4. There, itwas noted that the associated values for the hardening parameters (V1,A, H1,A, V2,A and H2,A) are �rstobtained from interpolation within Table 3.4 and then adjusted according to the scheme:
V1,NA = ζAV1,A H1,NA = ζBH1,A V2,NA = ζCV2,A H2,NA = ζDH2,A, (4.6.1 bis.)where the values for the parameters, ζA (= ζC) and ζB (= ζD), were given in Chapter 4. An examinationof Table 3.4 reveals that, when t̄1 = 0, V̄1 and H̄1 are zero; likewise, when t̄2 = 0, V̄2 and H̄2 are zero. Theyield function is unde�ned if any of V̄1, H̄1, V̄2 and H̄2 are zero, and so, to safeguard against numericaldi�culties, t̄1 and t̄2 were prevented from taking values less than 0.001.6.4 Load:displacement update equationsWhen the force-resultant model is used within a structural analysis of the pipeline, it receives anincrement in the displacements, ∆ε, and is required to return updated values for the loads, σ, i.e. itfunctions in a displacement controlled mode. However, in the interests of generality, it is convenient toformulate a numerical scheme to determine updated values for σ and ε for a prescribed increment ineither the loads, ∆σ, the displacements, ∆ε, or a component of each (e.g. V and u). By generalisingthe numerical formulation of the model in this way, retrospective simulations of the experimental testsusing load control can be straightforwardly carried out using the initial MATLAB implementation (theFORTRAN implementation was only required to handle a displacement controlled increment). Thealgorithm used to carry out the load:displacement update is of the well known elastic-predictor/return-mapping class, and consists of the following three steps.1. Elastic predictorIn the �rst step, a trial solution is calculated by assuming that the entirety of the step is elastic.Under displacement control, this assumption implies that: (∆εp)tr = 0 and (∆εe)

tr = (∆ε), wherethe superscript, tr, denotes `trial'. In this case, Eq. 6.3.2 is trivially integrated over ∆t (since K̄ is
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(∆σ)tr = K̄ (∆εe)

tr . (6.4.1)Similarly, under load control (such that ∆σ = (∆σ)tr), the trial elastic displacement increment is givenas:
(∆εe)

tr = K̄−1∆σ (6.4.2)and, as for the displacement controlled case, (∆εp)tr = 0 and (∆ε) = (∆εe)
tr. Analogous manipulationsof the elastic relations can be straightforwardly carried out to determine the elastic predictor for a mixedcontrol case.2. Yield function evaluationThe next step is the evaluation of f using the updated loads, σ(k+1), and the hardening parameters,

(χf)(k). f ≤ 0 implies that the elastic trial solution for the loads, σ(k+1), plots either within, or on,the current instance of the yield surface. In this case, the elastic trial solution is accepted as the actualsolution and the following updates are applied.
ε(k+1) ← ε(k) + (∆εe)

tr
σ(k+1) ← σ(k) + (∆σ)tr ,
(εe)(k+1) ← (εe)(k) + (∆εe)

trwhile the other variables remain unchanged: (εp)(k+1) ← (εp)(k), (χf)(k+1) ← (χf)(k) and (χg)(k+1) ←

(χg)(k) . Conversely, f > 0 implies that the elastic trial solution for σ(k+1) plots on a contour of the yieldfunction lying outside the current instance of the yield surface, hence implying that plastic displacementoccurs over a portion of the step and that the elastic trial solution is invalid. In this case, the algorithmproceeds to step 3.3. Elastic-plastic updateIn this step, corrections are computed to the elastic trial solutions for ∆σ and ∆ε to ensure that:(i) the updated loads, (σ)(k+1), plot on the updated yield surface (as given by the updated values forthe hardening parameters, (χf)(k+1)), and (ii) that the �ow rule, elastic relations and elastic-plasticdecomposition law are satis�ed, in an average sense, over the increment.Concerning the yield function, since it is de�ned in piecewise form, there are three possible conditionsimposed on the updated loads, (σ)(k+1), and the updated hardening parameters, (χf)(k+1). The �rst(denoted here as case 1O), is the condition that the updated loads must plot on the updated f1 = 0contour of the yield function:
(f1)(k+1) ≡ f1

(

(σ)(k+1) , (χf)(k+1)

)

= 0. (6.4.3)



Chapter 6: Numerical formulation and implementation of the force-resultant model 233The second (denoted here as case 2O), is the condition that the updated loads must plot on the updated
f2 = 0 contour of the yield function:

(f2)(k+1) = f2

(

(σ)(k+1) , (χf)(k+1)

)

= 0. (6.4.4)The third (denoted here as case 3O), is the condition that the updated loads plot on one of the twoapexes of the yield surface. In this case, the updated loads and hardening parameters must satisfy bothEq. 6.4.3 and Eq. 6.4.4. The procedure by which the appropriate case was chosen for a given incrementis discussed in �6.5.The �ow rule (Eq. 4.6.3), elastic-plastic decomposition law (Eq. 6.3.1) and elasticity relations (Eq. 6.3.2)are rate equations and, accordingly, they must be integrated over the time increment, ∆t, to obtain rela-tionships between increments in the loads and displacements. For the elastic-plastic decomposition law,integration is trivial, and gives the following exact relationship between the increments in the displace-ment components:
∆ε = ∆εe + ∆εp. (6.4.5)Similarly, integration of the elasticity relation is also trivial since K̄ is assumed to remain constant:

∆σ = K̄∆εe. (6.4.6)For the �ow rule, there are, like the yield function, three separate conditions to consider. For case 1O,the incremental change in the plastic displacements, ∆εp, must satisfy:
∆εp =

tr+∆t∫

tr

λ̇1
∂g1
∂σ

dt (6.4.7)where tr is the reference time at the start of the increment, and λ̇1 is the rate form plastic multiplierfor case this case. Now, unlike the elasticity relations and the elastic-plastic decomposition law, theevaluation of this integral is not trivial owing to the unknown variation of ∂g1
∂σ

over the increment and,therefore, a numerical scheme is required to obtain an approximate solution. The forward Euler scheme,which approximates the variation of ∂g1∂σ
by its value at the start of the increment, is the simplest approachand gives:

∆εp =

tr+∆t∫

tr

λ̇1
∂g1
∂σ

dt '
(
∂g1
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(k)

tr+∆t∫

tr

λ̇1dt = (∆λ1)FE(∂g1∂σ

)

(k)

, (6.4.8)where (∆λ1)FE is the forward Euler update in the plastic multiplier. Eq. 6.4.8 is an explicit equationwhich allows an update in ∆εp to be computed for a given (∆λ1)FE, or vice-versa, without recourse toiteration. However, the drawbacks of the forward Euler approach concern its e�ciency and stability. Sincethis explicit scheme is only �rst-order accurate, it follows that ∆t must be su�ciently small to ensurethat the solution varies approximately linearly over each increment. The choice of a su�ciently small ∆tis thus dictated by the local non-linearity of the solution, which is not known beforehand. Therefore, itis possible that the solution could drift considerably from the true solution. To eradicate this possibility,



Chapter 6: Numerical formulation and implementation of the force-resultant model 234Case 1O Case 2O Case 3OSolutionvariables: ∆ε, ∆εp , ∆εe, ∆σ, ∆λ1 ∆ε, ∆εp , ∆εe, ∆σ, ∆λ2 ∆ε, ∆εp , ∆εe, ∆σ, ∆λ1, ∆λ2Elastic-plasticdecomposition: ∆ε = ∆εe + ∆εpElasticrelations: ∆σ = K̄∆εeFlow rule: ∆εp = ∆λ1

(
∂g1

∂σ

)

(k+1)

∆εp = ∆λ2

(
∂g2

∂σ

)

(k+1)

∆εp = ∆λ1

(
∂g1

∂σ

)

(k+1)

+ ∆λ2

(
∂g2

∂σ

)

(k+1)Yield criterion: (f1)(k+1) = 0 (f2)(k+1) = 0 (f1)(k+1) = 0, (f2)(k+1) = 0Table 6.1: Backward Euler solution variables and update equations for cases 1O� 3O.the error resulting from the linearization can be tested retrospectively following the completion of eachtime increment (by, for example, testing the proximity of f to zero); increments which fail to meet aprescribed tolerance can then be sub-divided and repeated. However, the necessity to sub-divide andrepeat steps is often computationally ine�cient.An alternative approach is to use the backward Euler (BE) scheme, which approximates the variationof ∂g1∂σ
over the increment by its value at the end of the increment, to give:

∆εp =

tr+∆t∫

tr

λ̇1
∂g1
∂σ

dt '
(
∂g1
∂σ

)

(k+1)

tr+∆t∫

tr

λ̇1dt = (∆λ1)BE(∂g1∂σ

)

(k+1)

, (6.4.9)where (∆λ1)BE is the BE update to the plastic multiplier. Eq. 6.4.9 is an implicit equation since theupdate between ∆εp and (∆λ1)BE is dependent on (∂g1∂σ

)

(k+1)
, which is unknown at the start of theincrement. Therefore, an iterative scheme is required to obtain successive estimates to the values of ∆εp,

(∆λ1)BE and (∂g1∂σ

)

(k+1)
which satisfy Eq. 6.4.9. Accordingly, this approach di�ers from the explicitapproach since (∂g1∂σ

)

(k+1)
is updated throughout the iterations and hence non-linearity over an incrementcan be accommodated. Although an explicit increment can be carried out more quickly than an implicitincrement, the larger time steps which can be accommodated using the implicit approach means that itsoverall computational e�ciency can often be higher. Indeed, this was very much found to the case in trialimplementations of the proposed force-resultant model and, accordingly, the implicit integration schemewas pursued throughout all subsequent developments. The equivalent update equations for cases 2Oand 3O are respectively:

∆εp = (∆λ2)BE(∂g2∂σ

)

(k+1)

(6.4.10)
∆εp = (∆λ1)BE(∂g1∂σ

)

(k+1)

+ (∆λ2)BE(∂g2∂σ

)

(k+1)

. (6.4.11)



Chapter 6: Numerical formulation and implementation of the force-resultant model 235Table 6.1 summarises the update equations for cases 1O, 2O and 3O (with the subscript, BE, on theincremental change in the plastic multiplier dropped for brevity). The procedures to determine χf from
∆εp (the hardening law) and χg from ∆εp are common to all three cases. Once a solution for ∆ε, ∆εp,
∆εe and ∆σ was found (using the Newton-Raphson scheme discussed in the next section), the followingupdates were then applied:

ε(k+1) ← ε(k) + (∆εe)
tr + ∆ε

(εe)(k+1) ← (εe)(k) + (∆εe)
tr + ∆εe

(εp)(k+1) ← (εp)(k) + ∆εp

σ(k+1) ← σ(k) + (∆σ)tr + ∆σto obtain the �nal, corrected elastic-plastic solution.6.5 Newton-Raphson (N-R) scheme for elastic-plastic updatesA Newton-Raphson (N-R) scheme was used to obtain successively closer approximations to the solu-tions of the BE update equations listed in the second to �fth rows of Table 6.1. For a function in just onevariable � say, y (x) � the geometric interpretation of the N-R method is straightforward; namely, themethod seeks an improvement to the current estimate of a root by �nding the value of x for which thetangent to the current (x, y) point crosses the x axis. While the geometric interpretation for the multi-variable case � as applicable to the above BE update equations � is less straightforward, the principleis similar. Speci�cally, Taylor series expansions � truncated to exclude the quadratic and higher orderterms � are used to establish a series of relationships from which the corrections to the solution variablesneeded to reduce the error are found. In the following, a derivation of the N-R update equations usedfor case 1O are presented. The derivations for the other two cases follow analogously and, therefore,for brevity, their results are simply stated (without derivation). The integer, i, is used in the followingto denote the iteration counter, while the pre�x, δ, is used to denote the correction to a variable � forexample, (δσ)i denotes the correction to ∆σ in the ith iteration. It is important to note, therefore, thatthe meaning of δ here di�ers slightly from its use elsewhere in the thesis since, while the corrections are`small', they are not in�nitesimal.Yield functionA �rst-order Taylor series expansion of f1 about its value in the ith iteration gives:
f i1 + δf1 = f i1 +

[(
∂f1

∂σ

)T
]i

(δσ)i +

[(
∂f1

∂εp

)T
]i

(δεp)i, (6.5.1)which implies that the correction terms, (δσ)i and (δεp)i, must satisfy:
0 = f i1 +

[(
∂f1

∂σ

)T
]i

(δσ)i +

[(
∂f1

∂εp

)T
]i

(δεp)i (6.5.2)



Chapter 6: Numerical formulation and implementation of the force-resultant model 236to give f1 = 0, as desired, at the end of the ith iteration.Flow ruleThe BE integrated form of the �ow rule, Eq. 6.4.9, is only satis�ed once a converged solution for ∆εpand ∆λ1 is found. Therefore, it is convenient to introduce the residual vector, r, given as:
r = ∆εp −∆λ1

(
∂g1
∂σ

)

(n+1)

(6.5.3)to provide a measure of the �ow rule error (that is, the proximity with which ∆εp and ∆λ1 satisfy the�ow rule over the increment). On taking a �rst-order Taylor series expansion of r about its value in the
ith iteration, the following is obtained:

ri + δri = ri + (δεp)i − (δλ)i
(
∂g1
∂σ

)i

−∆λ1

[(
∂2g1
∂σ2

)i

(δσ)i +

(
∂2g1
∂σ∂εp

)i

(δεp)i
]

, (6.5.4)which implies that the correction terms: (δσ)i and (δεp)i must satisfy:
0 = ri + (δεp)i − (δλ)i

(
∂g1
∂σ

)i

−∆λ1

[(
∂2g1
∂σ2

)i

(δσ)i +

(
∂2g1
∂σ∂εp

)i

(δεp)i
] (6.5.5)to give a zero residual vector in the ith iteration.Elastic relationsSince the sti�ness matrix, K̂, is assumed, for simplicity, to be constant, corrections to the loads andthe elastic displacements are satis�ed exactly according to:

(δσ)i = K̂ (δεe)i . (6.5.6)Elastic-plastic decompositionLikewise, corrections to displacement components satisfy the elastic-decomposition law exactly:
(δε)i = (δεe)

i + (δεp)i . (6.5.7)Return-mapping proceduresEqs 6.5.2 and 6.5.5�6.5.7 are a system of seven equations in nine correction terms: (δV )(i), (δH)(i),
(δw)(i), (δu)(i), (δwe)

(i), (δue)
(i), (δwp)

(i), (δup)
(i), δλ1. Under the restriction to a particular loadingregime, two of these correction terms are zero (since their increments are prescribed and, hence, they arenot permitted to change); for example, under displacement control, (δw)(i) = (δu)(i) = 0, while underload control, (δV )(i) = (δH)(i) = 0. This reduces the number of unknown correction terms by two, suchthat a solution can be computed. Accordingly, manipulation of Eqs 6.5.2 and 6.5.5�6.5.7 can readily becarried out to eliminate (δwe)

(i), (δue)
(i), (δwp)

(i), (δup)
(i), δλ1 and, depending on prescribed controlmode, two of (δw)(i), (δu)(i), (δV )(i) and (δH)(i). Indeed, this manipulation was carried out and codedwithin the macro-element. However, since the results are lengthy, it is more convenient to present theN-R update equations in matrix form, as follows. For cases 1O, 2O and 3O, the system of N-R update
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R1

(i) = N1
(i)C1

(i), (6.5.8)
R2

(i) = N2
(i)C2

(i), (6.5.9)
R3

(i) = N3
(i)C3

(i). (6.5.10)Here, R1
(i), R2

(i) and R3
(i) are residual (or `out-of-balance') column vectors from the previous N-Riteration:

R1
(i) =

[

f1 0 0 r1 r2

]T

R2
(i) =

[

f2 0 0 r1 r2

]T

R3
(i) =

[

f1 f2 0 0 r1 r2

]Twhere r1 and r2 are the entries of r and C1
(i), C2

(i) and C3
(i) are the correction terms to be found:

C1
(i) =

[

inc1 inc2 δwp δup δλ1

]T

C2
(i) =

[

inc1 inc2 δwp δup δλ2

]T

C3
(i) =

[

inc1 inc2 δwp δup δλ1 δλ2

]Twhere inc1 and inc2 are the corrections in two of the four load and displacement variables (w, u, Vand H) which are not controlled. N1
(i) and N2

(i) are 5x5 matrices of coe�cients while N3
(i) is the

6x6 counterpart for case 3O (the return to the apex of the yield surface). The entries to each of thesematrices are given below, depending upon the solution control mode.1. Displacement control: inc1 = δV , inc2 = δH, δw = 0, δu = 0

Nm=1,2 =











−∂fm

∂V −∂fm

∂H −∂fm

∂wp
−∂fm

∂up
0

1 0 kV w kV u 0
0 1 kHw kHu 0

∆λm
∂2gm

∂V 2 ∆λm
∂2gm

∂V ∂H ∆λm
∂2gm

∂V ∂wp
− 1 ∆λm

∂2gm

∂V ∂up

∂gm

∂V

∆λm
∂2gm

∂V ∂H ∆λm
∂2gm

∂H2 ∆λm
∂2gm

∂H∂wp
∆λm

∂2gm

∂H∂up
− 1 ∂gm

∂H











N3 =


















−∂f1
∂V −∂f1

∂H − ∂f1
∂wp

− ∂f1
∂up

0 0

−∂f2
∂V −∂f2

∂H − ∂f2
∂wp

− ∂f2
∂up

0 0

1 0 kV w kV u 0 0
0 1 kHw kHu 0 0

2∑

r=1

∆λr
∂2gr

∂V 2

2∑

r=1

∆λr
∂2gr

∂V ∂H

2∑

r=1

∆λr
∂2gr

∂V ∂wp
− 1

2∑

r=1

∆λr
∂2gr

∂V ∂up

∂g1
∂V

∂g2
∂V

2∑

r=1

∆λr
∂2gr

∂V ∂H

2∑

r=1

∆λr
∂2gr

∂H2

2∑

r=1

∆λr
∂2gr

∂H∂wp

2∑

r=1

∆λr
∂2gr

∂H∂up
− 1 ∂g1

∂H
∂g2
∂H


















.
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Nm=1,2 =











0 0 −∂fm

∂wp
−∂fm

∂up
0

−kV w −kV u kV w kV u 0
−kHw −kHu kHw kHu 0

0 0 ∆λm
∂2gm

∂V ∂wp
− 1 ∆λm

∂2gm

∂V ∂up

∂gm

∂V

0 0 ∆λm
∂2gm

∂H∂wp
∆λm

∂2gm

∂H∂up
− 1 ∂gm

∂H











N3 =


















0 0 − ∂f1
∂wp

− ∂f1
∂up

0 0

0 0 − ∂f2
∂wp

− ∂f2
∂up

0 0

−kV w −kV u kV w kV u 0 0
−kHw −kHu kHw kHu 0 0

0 0

2∑

r=1

∆λr
∂2gr

∂V ∂wp
− 1

2∑

r=1

∆λr
∂2gr

∂V ∂up

∂g1
∂V

∂g2
∂V

0 0

2∑

r=1

∆λr
∂2gr

∂H∂wp

2∑

r=1

∆λr
∂2gr

∂H∂up
− 1 ∂g1

∂H
∂g2
∂H


















.

3. Mixed control: inc1 = δw, inc2 = δH, δV = 0, δu = 0

Nm=1,2 =











0 −∂fm

∂H −∂fm

∂wp
−∂fm

∂up
0

−kV w 0 kV w kV u 0
−kHw 1 kHw kHu 0

0 ∆λm
∂2gm

∂V ∂H ∆λm
∂2gm

∂V ∂wp
− 1 ∆λm

∂2gm

∂V ∂up

∂gm

∂V

0 ∆λm
∂2gm

∂H2 ∆λm
∂2gm

∂H∂wp
∆λm

∂2gm

∂H∂u − 1 ∂gm

∂H











N3 =


















0 −∂f1
∂H − ∂f1

∂wp
− ∂f1
∂up

0 0

0 −∂f2
∂H − ∂f2

∂wp
− ∂f2
∂up

0 0

−kV w 0 kV w kV u 0 0
−kHw 1 kHw kHu 0 0

0

2∑

r=1

∆λr
∂2gr

∂V ∂H

2∑

r=1

∆λr
∂2gr

∂V ∂wp
− 1

2∑

r=1

∆λr
∂2gr

∂V ∂up

∂g1
∂V

∂g2
∂V

0

2∑

r=1

∆λr
∂2gr

∂H2

2∑

r=1

∆λr
∂2gr

∂H∂wp

2∑

r=1

∆λr
∂2gr

∂H∂up
− 1 ∂g1

∂H
∂g2
∂H


















.

Since the hardening and plastic potential parameters depend on t1 and t2 (for which updated valuescan not be determined analytically), all partial derivatives with respect to wp or up were evaluatedapproximately by means of numerical perturbations. For all three return-mapping cases, the corrections,
inc1 and inc2, following each N-R iteration were added to those from any previous iterations to give thetotal incremental changes. These were then used to evaluate the yield function, f , and the Euclideannorm of the residual, √r21 + r22. Convergence to a �nal solution was accepted when the magnitudes ofthese quantities reduced below some small values (typically, 1x10−6).The choice as to which of the three return-mapping cases should be used for a given increment wasmade as follows. For an increment with either a positive horizontal displacement or a positive horizontalload component, the update equations for case 1O were �rst used to obtain a solution for a return to thesmooth, f1 = 0 portion of the yield surface. The suitability of this solution was then tested by evaluating
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f2; if f2 was found to be less than or equal to zero, the solution was accepted, otherwise if f2 was foundto be greater than zero, the solution was rejected (since f2 > 0 implies f > 0, such that the updatedloads plot outside of the updated yield surface). In this latter case, the elastic-plastic solution correctionwas repeated to give updated loads which plot on an apex of the updated yield surface (using the updateequations for case 3O). For an increment with either a negative horizontal displacement component or anegative horizontal load component, the same procedure was used expect that a return to the smooth,
f2 = 0 portion of the curve was �rst attempted (using case 2O), and if this solution was found to be beinappropriate (by testing whether or not f1 ≤ 0), the update equations for case 3O were then used togive the return to an apex.Pre-emptive bisection algorithmDue to a lack of smoothness in the hardening laws, the N-R scheme outlined in the preceding sectionwas found to be unstable if the prescribed increment size exceeded a certain value. While a su�cientlysmall time step could inevitably have been found to preserve stability, the use of smaller time stepswas found to have a detrimental impact on e�ciency. Accordingly, an alternative approach to improvethe stability of the N-R scheme was sought. The chosen approach was to use a pre-emptive bisectionalgorithm to �nd starting estimates to the loads and displacements within closer proximity to the �nalelastic-plastic solution. This bisection algorithm operated as follows. The total displacement incrementwas �rst split into two halves, one elastic and the other plastic. Then, the hardening parameters andloads were updated in accordance with the hardening laws and elasticity relations, respectively. Next, theupdated loads were tested to ascertain whether or not they plot outside of the (updated) yield surface.If so, at least half of the displacement increment was known to be plastic, and the updated values forthe hardening parameters and loads were accepted as more re�ned starting estimates. Otherwise, atleast half of the displacement increment was known to be elastic, in which case, it was appropriate toaccept the original displacement increment as the starting estimate. For the former case, the plastichalf of the increment was then, itself, divided into two halves � again, one elastic and one plastic �and the updates to the hardening parameters and loads repeated. If the new updated loads were stillfound to plot outside the (updated) yield surface, then it was known that at least three-quarters of theoriginal displacement increment was plastic. Otherwise, at least one-quarter of the original displacementincrement was known to be elastic and, accordingly, the loads and hardening parameters accepted for thestarting estimates were those corresponding to the assertion that half of the displacement increment waselastic. This process of bisecting the remaining plastic portion into elastic and plastic halves, and testingthe proximity of the loads to the updated yield surface was repeated a further ten times. The stabilityof the elastic-plastic update algorithm, as outlined above, was found to be improved substantially by theuse of the above bisection algorithm.



Chapter 6: Numerical formulation and implementation of the force-resultant model 2406.6 Consistent tangent sti�ness matrixWhen the force-resultant model is implemented as a macro-element in a structural analysis, theglobal equilibrium iterations (which typically also make use of the N-R method) require an estimateof the contribution to the global sti�ness matrix made by each instance of the macro-element. If thedisplacement increment passed to a particular macro-element instance is found to be entirely elastic,then the elastic sti�ness matrix is returned. However, if a portion of the displacement increment isplastic, then a sti�ness matrix representative of the non-linear variation of load with displacement overthe increment is required. Like in the continuum FE analyses reported in Chapter 4, the formulationof this elastic-plastic sti�ness matrix is, to some extent, a matter of choice for the user. For example,the elastic sti�ness matrix, K̄, could be preserved for all iterations, in which case accuracy (and, hence,e�ciency) is exchanged for simplicity, yet maintaining robustness. However, as explained in the contextof continuum constitutive models in the seminal paper of Simo & Taylor [134], the better choice, in termsof e�ciency, is to use the so-called consistent tangent sti�ness matrix (CTSM), given as:
K̄ep = ∂∆σ/∂∆ε =




∂(∆V )/∂(∆w) ∂(∆V )/∂(∆u)

∂(∆H)/∂(∆w) ∂(∆H)/∂(∆u)



 . (6.6.1)The term `consistent' implies that the procedure to formulate the sti�ness matrix is the same as that usedto linearize the rate equations over the increment in order to attain the load:displacement update. Hence,the four derivatives in the above matrix were required to be evaluated at the end of the increment. Now,on taking r1 and/or r2 and f1 and/or f2 as zero (as is appropriate at the end of a converged incrementowing to the fact that the prescribed tolerances were set to be close to zero), Eqs 6.5.2, 6.5.5�6.5.7 providerelationships between the nine corrections terms: δV , δH , δw, δu, δwe, δue, δwp, δup, δλ1 for case 1O.On manipulating these to eliminate: δwe, δue, δwp, δup, δλ1, a pair of equations of the form:
δV = a11δw + a12δu (6.6.2)
δH = a21δw + a22δu. (6.6.3)is readily derived, where a11, a12, a21 and a22 are, respectively, the required approximations to ∂∆V/∂∆w,

∂∆V/∂∆u, ∂∆H/∂∆w and ∂∆H/∂∆u at the end of the increment. Analytical expressions for a11, a12, a21and a22 were derived and implemented in the force-resultant model, although since the expressions arelengthy, they are not presented here.6.7 Retrospective simulations of the experimental tests6.7.1 IntroductionIn Chapter 5, the results of an experimental programme were presented and discussed. This exper-imental programme was divided into two strands; the purpose of the �rst strand (the swipe, loop andprobe tests) was to generate data to validate the numerically-derived components of the force-resultant



Chapter 6: Numerical formulation and implementation of the force-resultant model 241model, while the purpose of the second strand was to measure the evolution of w and H during a test inwhich V was held constant as the pipe element was cycled between prescribed limits of u (the `constant
V ' tests). In the following, the results of a series of simulations carried out using the proposed model arepresented. For these simulations, the inputs were taken as smoothed versions of the recorded histories ofthe controlled variables of Tests CV1, CL1 and DCP. Agreement between the predicted and measured(i.e. non-controlled) loads and displacements demonstrates that the force-resultant model is capable ofpredicting realistic load:displacement paths. Using the actual recorded histories of the controlled vari-ables as the inputs to the simulations � as opposed to their requested values � enabled any deviationsdue to control inadequacies to be accounted for appropriately. In the �gures presented subsequently,loads and displacements are plotted in laboratory scale units (using N and mm respectively for loadsand displacements, and taking D = 50mm, LP = 250mm, and γ′ = 15.1kN/m3 for Test CV1 and
γ′ = 15.0kN/m3 for Tests DCP and CL1). As appropriate, φ′ was taken as 37.3◦ for Test CV1 and35.6◦ for Tests CL1 and DCP. In all cases, δ was taken as 0.535φ′, as deemed suitable for a smoothsteel/sand interface. kV w and kHu were taken as 2000kPa, and the cross-coupling terms in the elasticsti�ness matrix (kV u and kHw) were taken as zero. The simulations were carried out with the soil array,
S, having 300 columns per pipe diameter.6.7.2 Test CV1Figs 6.8, 6.9 and 6.10 show, respectively, comparisons between the experimentally-derived data andthe model predictions for the �rst, second and third lateral displacement cycles undertaken in Test CV1.The upper portions of these �gures are divided by dashed lines into four quadrants, one for each of thespaces: V :H, V :w, u:H and u:w. In each quadrant, there are two plots; one showing the experimentaldata and the other showing the model prediction. Circular markers � labelled A-P for the experimentaltest and A'-P' for the model simulation � are included on the u:H and u:w plots. These tally withthe plots in the lower portions of Figs 6.8, 6.9 and 6.10, which show the predicted and recorded seabedsurfaces at equivalent points during the test/simulation. As in Chapter 5, those load and displacementpaths involving leftward movement are shown in bold.Over the �rst cycle, the comparison in Fig. 6.8 shows acceptable agreement between the two plots in
u:H space. In particular, the model predicts the correct value of H to initiate plastic lateral displacementand also captures the increase in H with u due to berm accretion during rightward displacement. Theplot in u:w space reveals that slight uplift is initially predicted by the model over the �rst 50mm of lateraldisplacement, whereas the experimental data shows the pipe's trajectory to be approximately horizontalover the same portion of the test. Also, over the �nal 50mm of lateral displacement, the model predictsa small amount of penetration before levelling out whereas progressive upward movement was observedexperimentally. However, despite these slight discrepancies, the broad trends in the experimental results
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Chapter 6: Numerical formulation and implementation of the force-resultant model 245are captured by the model. The predicted and observed seabed surfaces for positions A (A') and B(B') are also similar to each other, although for position C (C'), the height of the berm is predictedto be smaller than that observed experimentally. On reversing the direction of lateral displacement,the model correctly predicts a sti� elastic response followed by a substantial increase in penetration,then a gradual increase in the magnitude of H with u. Indeed, the load:displacement paths in u : Hspace during leftward displacement are remarkably similar. The trajectory observed experimentally wasa concave upward curve in u : w space, whereas a slightly undulating pro�le was predicted by the model.Nevertheless, the model's prediction of the evolution of the seabed surface, as shown in the �gure atpositions D (D'), E (E') and F (F'), agrees satisfactorily with the observed data. Importantly, the modelhas retained `knowledge' of the berm deposited at the leftmost lateral displacement extremity, due tothe initial penetration.Over the outward leg of the second lateral displacement cycle (see Fig. 6.9), the plots in u:H spaceare very similar, identifying that the key trends observed experimentally are captured by the model.As in the experiment, relatively low H was predicted over the �rst ∼ 50mm of lateral displacement,however, on encountering the berm deposited at the rightmost lateral displacement extremity, boththe model prediction and experimental data show a substantial rise in H. It is noteworthy that themodel's procedure for storing and updating the seabed allows the in�uence of the berm to be accountedfor gradually, rather than as a sudden step change. The predicted and observed pipe trajectories overthe outward leg of this second cycle are also similar to one other. The model correctly predicts slightpenetration to accompany lateral displacement over the ∼ 50mm of lateral movement, after which thepipe is predicted to displace upward. A comparison between the surface pro�les for positions G (G'),H (H') and I (I') shows that, although the shape of the berm which is predicted to accumulate aheadof the pipe di�ers from that observed experimentally, the seabed surfaces formed behind the pipe arevery similar (as is important to allow for realistic predictions in subsequent lateral displacement cycles).Some initial penetration was both predicted and observed at the start of the return leg, but whereas themodel predicts continual penetration over the entirety of the leg, some upward movement was observedexperimentally over the �nal 50mm of travel. Despite this discrepancy, the plots in u:H space are verysimilar to each other; importantly, the increase in the magnitude of H on encountering the berm formedat the leftmost lateral displacement extremity � see the soil surface pro�les at positions K (K') and L(L')� is predicted correctly.In the third lateral displacement cycle (see Fig. 6.10), although the shapes of the predicted andobserved u:H hysteresis loops are similar to each other, the peak H predicted by the model towardsthe end of rightward leg of this cycle is lower than the corresponding experimental value. The plots in
u:w space also di�er somewhat since the model fails to predict su�cient upward movement on reachingthe berms. Accordingly, at the end of the simulation the pipe is predicted to have undergone greater



Chapter 6: Numerical formulation and implementation of the force-resultant model 246penetration than that observed experimentally. The surface pro�les at positions M (M'), N (N') and O(O') also show the formation of larger berms owing to the greater penetration experienced. Indeed, atposition O' a berm of su�cient height to over-top the pipe is predicted (even though no such means toallow for over-topping was included in the soil surface geometry update).6.7.3 Test CL1Figs 6.11a and 6.11b respectively show the experimental results and the retrospective model predictionfor the constant elevation lateral displacement undertaken prior to the looping portions of Test CL1. Acomparison between these two �gures reveals that the model has captured qualitatively the key trendsobserved experimentally. In particular, the model correctly predicts that � as in a swipe test � the (V,H)load path tracks closely along the instance of the yield surface formed from the initial penetration. Oncontinuing lateral displacement to 100mm (2D), the model also correctly predicts the gradual increasein H, although the peak value at the end of this portion of the test is predicted to be lower thanthat measured experimentally. The plot in V :H space shows that the �uctuations in V during lateraldisplacement are of higher magnitude than those observed experimentally. These �uctuations arisebecause, as the yield surface reduces in size (and becomes con�ned to the positive V , positive H quadrantof the V :H plane) the parallel point shifts slightly.Figs 6.12a and 6.12b show respectively the experimental results and the retrospective model predictionfor the last of the eight loops (with nominal radius of 2.6mm) carried out in the test. For simplicity,the model simulation of the eighth loop of the test was carried out immediately after the 100mm oflateral displacement was undertaken, and thus the in�uence of the intervening history of displacementis assumed negligible. In general, comparisons between the V :H, V :w and u:H plots show acceptableagreement. In particular, the model correctly predicts V to increase over a→d (while the pipe wasundergoing penetration). However, it is noticeable that from b→c, the model predicts a sharp changein the gradient of the curve in V :H space, whereas in the experimental results, such a sharp change isabsent. From d→e, when the pipe was moving predominantly laterally, the model correctly predicts theattainment of a peak in H of the appropriate magnitude (see the plots in u:H space). Also, from f→g→h,when the pipe was undergoing upward movement, the model prediction and experimental results bothshow the (V,H) load point to be located close to the origin.6.7.4 Test DCPFigs 6.13a and 6.13b show respectively the experimental results and the retrospective model predictionfor the constant elevation lateral displacement undertaken prior to the probing portions of Test DCP.The predicted response is again similar to the experimental results, although � as was also the casefor Test CL1 � the peak H after the pipe had been displaced by 100mm is predicted to be less thanthat observed experimentally. Fig. 6.14 shows a comparison between the predicted and measured seabed
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Fig. 6.11: Comparison between the observed data from Test CL1 (prior to the looping portions of the test)and the retrospective prediction made by the force-resultant model.
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Fig. 6.12: Comparison between the experimental data for Loop 8 of Test CL1 and the retrospective predictionmade by the force-resultant model.



Chapter 6: Numerical formulation and implementation of the force-resultant model 249surfaces at end of the 100mm of lateral displacement. While the dimensions of the predicted berm arenot precisely correct (the width is too high and the height is too low), the overall shapes of the seabedsurfaces are similar.Fig. 6.15a and 6.15b show respectively the experimental results and the retrospective model predic-tion for the six displacement-controlled probes carried out in the test. In general, the shapes of theload:displacement curves (in both u:H and w:V spaces) are similar. In particular, the prediction for the
70◦ probe closely matches the experimental data. The model also correctly predicts the attainment ofconstant H with increasing u for both the 5◦ and 15◦ probes. Likewise, for the 150◦ probe, the modelcorrectly predicts ongoing plastic displacement to occur with minimal change in the loads. There arediscrepancies however. In particular, the peak H at the end of the 5◦ and 15◦ probes is predicted tobe lower than that observed in the experiments. Also, for all the probes, the peak V values are underpredicted. This discrepancy is likely to be because, while the model only accounts for hardening due tochanges in the geometry of the seabed, in practice, hardening can arise from an increase in the densityof the underlying soil. Also, at very low stress levels such as those present during this test, the measuredload path resulting from a displacement-controlled probe will be very sensitive to the dilatancy of thesoil.6.8 Concluding commentsIn this chapter, the formulation of the proposed force-resultant model was completed by developingthe heuristics and procedures used to account for the evolution of the seabed surface. Following this,the mathematical formulation of the model was outlined, including details of the implementation of abackward Euler (BE) load update for elastic-plastic increments. Finally, some retrospective simulationswere presented and discussed, so as to assess the predictive capabilities of the model. In general, thepredictions of the model were found to give good qualitative and reasonable quantitative agreement withthe experimental results, thus providing con�dence in its predictive capabilities and justifying its use instructural analyses of the type to be described in the next chapter.
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Fig. 6.13: Comparison between the observed data from Test DCP (prior to the probing portions of the test)and the retrospective prediction made by the force-resultant model.(a) observed (b) predicted
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7Structural analyses incorporating theforce-resultant model
7.1 IntroductionThus far, the thesis has reported the development and calibration of a force-resultant model for on-bottom pipes on drained sand. Retrospective simulations to test its performance against experimentally-derived data have also been described. This chapter reports the implementation of the model as amacro-element in a structural analysis of an on-bottom pipe using Abaqus. The results of two examplesimulations, denoted herein as Test A and Test B, are then presented. These simulations are represen-tative of those carried out in industry, and thus demonstrate that the proposed model can be used forrealistic analysis cases.7.2 Pipeline structural analyses in Abaqus7.2.1 Abaqus input (.inp) �lesAt various junctures in the subsequent discussion, reference will be made to the commented andabridged Abaqus input (.inp) �le shown on pages 253-254. Square brackets [ ] enclose portions applicableonly to Test A while braces { } enclose portions applicable only to Test B; the unbracketed portions arecommon to both tests.7.2.2 User-de�ned ELements (UELs)Abaqus's User-ELement (UEL) facility enables a bespoke element de�nition to be written in a genericway and, as such, allows for the straightforward inclusion of the proposed force-resultant model in astructural analysis. When the UEL is called, it is passed increments in the displacements (here, δw and
δu) as well as the state of the solution at the start of the increment. It is then required to carry out twotasks; the �rst is to compute updated values for the loads (V and H) at the end of the increment andthe second to return the updated 2x2 sti�ness (Jacobian) matrix, as needed for the global equilibriumiterations. Internally, Abaqus handles the scheduling of calls to each instance of the UEL, including the



Chapter 7: Structural analyses incorporating the force-resultant model 253Test Aline no. Test Bline no. Abaqus card/data line Comment1 1 *HEADING2 2 Temperature induced buckling simulations Set heading for the analysisNODAL COORDINATES AND CONNECTIVITY3 3 *NODE, NSET=nod Set nodal coordinates; group nodes in set: nod4 4 [1, 0.00000, 0.00000] {1, 0.00000, 150.00000} node number, Y value, X value5 5 [2, 2.50000, 0.00000] {2, 2.50000, 149.99375} node number, Y value, X value6. . .402 6. . .202 ...403 203 [400, 997.50000, 0.00000] {200, 497.50000, 0.91071} node number, Y value, X value404 204 [401, 1000.00000, 0.00000] {200, 500.00000, 0.00000} node number, Y value, X value405 205 *NSET, NSET=end_node Denote �rst node as: end_node406 206 1407 207 *NSET, NSET=print_nodes Group selected nodes in set: print_nodes408 N/A [50, 150, 200, 250, 300, 350, 400, 401]N/A 208 {2,20,40,60,80,100,120}409 209 *ELEMENT, TYPE=B33 Generate �rst element410 210 1, 1, 2 Element number, start node, end node411 211 *ELGEN, ELSET=elt1 Generate remaining beam elements, group in elt1412 212 [1, 400] {1, 200}SECTION GEOMETRY AND PROPERTIES413 213 *BEAM SECTION, ELSET=elt1,SECTION=PIPE,. . . Assign section properties to elt1 elementsMATERIAL=MAT414 214 0.50000, 0.04000 Pipe geometry: ro, t̄415 215 0.0, 1.0, 0.0 Beam normal vector [n1 n2 n3]416 216 8 Number of integration points417 217 *MATERIAL, NAME=MAT Specify the wall material properties418 218 *ELASTIC Elastic properties:419 219 210000.000000, 0.300000 E, ν420 220 *PLASTIC Plastic properties:421 221 448.969584541063 Uniaxial yield stress, σy422 222 *EXPANSION Thermal expansion properties:423 223 0.000012 Coe�cient of thermal expansion, αINCLUDE USER-ELEMENT424 224 *USER ELEMENT, TYPE=U1, NODES=1,. . . Include user element;COORDINATES=3,. . . maximum number of coordinates needed;PROPERTIES=9. . . number of PROPS entries;VARIABLES=10420 number of SVARS entries425 225 2, 3 Specify active DOFS for user-element426 226 *UEL PROPERTY, ELSET=elt2427 227 0.500, 5.000, 0.625, 0.500, 0.000, 35.000, 0.0051,19.005 User-element properties; see Table 7.2428 228 0.075429 229 *ELEMENT, TYPE=U1 Generate �rst instance of the user-element430 230 1001, 2431 231 *ELGEN, ELSET=elt2 Generate remaining user-element instances432 232 [1001, 200, 2] {1001, 100, 2 } Add the user-element at every 2nd pipe nodeBOUNDARY CONDITIONS433 233 *BOUNDARY434 N/A [1, 1, 6] [Encastré support at node 1]N/A 234 {1,1,1} {Prevent axial displacement at node 1}N/A 235 {1,4,6} {Prevent rotations at node 401}435 N/A [401, 1, 1] [Prevent axial displacement at node 401]436 236 {201,1,2} {Prevent axial and lateral displacements at node201}437 N/A [401, 4, 6] [Prevent rotations at node 401]N/A 237 {201,4,6} {Prevent rotations at node 201}STEP 1- GRAVITY LOADING438 238 *RESTART, WRITE, FREQUENCY=100000 Write restart �les at end of the analysis step439 239 *STEP, NLGEOM,. . . Start step; account for non-linear geometry;INC=10000,. . . set maximum number of increments;UNSYMM=YES request full sti�ness matrix storage440 240 *STATIC Specify analysis as static441 241 0.5, 1.0, , 1 Specify time incrementationCommented and abridged Abaqus .inp �les for Tests A and B (continued over).



Chapter 7: Structural analyses incorporating the force-resultant model 254Test Aline no. Test Bline no. Abaqus card/data line Comment442 242 *DLOAD Apply gravity loading443 243 elt1, PZ, -0.002 Set per-unit-length submerged pipe weight:2kN/m444 244 *OUTPUT, FIELD, FREQ=1 Field output:445 245 *NODE OUTPUT, NSET=nod Specify nodal outputs for node set: nod446 246 U {,VF} Request displacements {and viscous forces}447 247 *ELEMENT OUTPUT, ELSET=elt1 Specify element outputs for element set: elt1448 248 S, E, PE Request stresses, strains, plastic strains449 249 *OUTPUT, HISTORY, FREQ=1 History output:450 250 *NODE OUTPUT, NSET=print_nodes Specify nodal outputs for node set: print_nodes451 251 U Request displacements452 252 *NODE OUTPUT, NSET=end_node Specify nodal outputs for node set: end_node453 253 RF Request reaction forces454 254 *END STEP End step[STEP 2- LATERAL LOADING TO INDUCE INITIAL IMPERFECTION]455 N/A [*STEP, NLGEOM,. . . ] [Start step; account for non-linear geometry;INC=10000,. . . set maximum number of increments;UNSYMM=YES] request full sti�ness matrix storage]456 N/A [*STATIC] [Specify analysis as static]457 N/A [0.01, 1.0, , 0.05] [Specify time incrementation]458 N/A [*BOUNDARY, OP=MOD] [Modify existing node positions]459 N/A [381, 2, 2, 0.000000] [node number, �rst DOF, last DOF, magnitude]460 N/A [382, 2, 2, 0.003078] [node number, �rst DOF, last DOF, magnitude]461. . .478 N/A ...479 N/A [400, 2, 2, 0.49195278] [node number, �rst DOF, last DOF, magnitude]480 N/A [401, 2, 2, 0.495] [node number, �rst DOF, last DOF, magnitude]481. . .490 N/A [Same as lines 444. . .453] [Output request]491 N/A [*END STEP] [End step][STEP 3- LATERAL LOADING TO REDUCE INITIAL IMPERFECTION)492 N/A [*STEP, NLGEOM,. . . [Start step; account for non-linear geometry;INC=10000,. . . set maximum number of increments;UNSYMM=YES] request full sti�ness matrix storage]493 N/A [*STATIC] [Specify analysis as static]494 N/A [0.01, 1.0, , 0.05] [Specify time incrementation]495 N/A [*BOUNDARY, OP=MOD] [Modify existing node positions]496 N/A [381, 2, 2, 0.000000] [node number, �rst DOF, last DOF, magnitude]497 N/A [382, 2, 2, 0.003078] [node number, �rst DOF, last DOF, magnitude]498. . .515 N/A ...516 N/A [400, 2, 2, 0.49195278] [node number, �rst DOF, last DOF, magnitude]517 N/A [401, 2, 2, 0.495] [node number, �rst DOF, last DOF, magnitude]518. . .527 N/A [Same as lines 444. . .453] [Output request]528 N/A [*END STEP] [End step][STEP 4] {STEP 2} - TEMPERATURE INCREASE529 255 *STEP, NLGEOM,. . . Start step; account for non-linear geometry;INC=10000,. . . set maximum number of increments;UNSYMM=YES request full sti�ness matrix storage530 256 *CONTROLS, PARAMETERS=FIELD,FIELD=DISPLACEMENT Modify solution controls for translational DOFS531 257 ,532 258 ,1e-3,1e-4533 259 *CONTROLS, PARAMETERS=FIELD,FIELD=ROTATION Modify solution controls for rotational DOFS534 260 , 2535 261 *TEMPERATURE Increase temperature536 262 nod,175.000000 apply temperature increase of 175◦C magnitudeuniformly over the pipeline537. . .546 263. . .272 [Same as lines 444. . .453]{Same as lines 244. . .253} Output request547 273 *END STEP End step[STEPS 5, 7] {STEPS 3, 5, 7 , 9, 11, 13, 15, 17, 19, 21}These steps were exact copies of [STEP 4] {STEP 2} except that the �nod, 175.00� entry on the line [536] {262} wasreplaced by �nod, 0.00�.[STEP 6] {STEPS 4, 6, 8 , 10, 12, 14, 16, 18, 20, 22}These steps were exact copies of [STEP 4]{STEP 2}.Commented and abridged Abaqus .inp �les for Tests A and B (continued).



Chapter 7: Structural analyses incorporating the force-resultant model 255Variable Description Data type Dimension [Size]DU Incremental displacements (δw and δu) Floating point 1 [2]RHS Loads (V and H) Floating point 1 [2]AMATRX Element sti�ness (Jacobian) matrix Floating point 2 [2, 2]PROPS Element property constants (see Table 7.2) Floating point 1 [9]NPROPS Number of element property constants Integer 1 [1]SVARS State dependent variables (see Table 7.3) Floating point 1 [N + 20]NSVARS Number of state dependent variables Integer 1 [1]KSTEP Current loading step number Integer 1 [1]KINC Increment number within the current analysis step Integer 1 [1]JELEM Current element number Integer 1 [1]TIME Current step time and total time Floating point 1 [2]Table 7.1: Input/output variables of the UEL subroutine.process of maintaining a record of the state of the solution at the start of each increment in the event thatthe global equilibrium iterations fail to converge (such that the increment must then be re-attemptedusing a smaller time step).The UEL facility is intended for use in a wide variety of applications and, as such, it makes use ofsome 36 input/output variables. For the implementation of the force-resultant model reported here, onlythe 11 variables listed in Table 7.1 were relevant. The key input variable was DU � the array containingthe displacement increments, while the key output variables were: (i) RHS � the array containing theloads (V and H), and (ii) AMATRX � the array containing the macro-element's 2x2 sti�ness matrix.RHS was used to formulate the element's contribution to the right hand side (or residual) vector in thesystem of global equilibrium equations, while AMATRX was used to assemble its contribution to theglobal sti�ness matrix.Two other important input/output variables were PROPS and SVARS. PROPS was used to pass alist of user-de�ned element properties to the UEL. Table 7.2 lists the physical meaning of each of thenine PROPS entries used for the test problems, and the values of these parameters were speci�ed underthe *UEL property card in the input �le. SVARS contained, for each instance of the user-element, arecord of the state dependent variables (that is, variables whose values were updated within the UEL).Table 7.3 lists the N + 20 SVARS entries used in the test problems.The remaining input/output variables, KINC, KSTEP, JELEM and TIME, were used to aid solutioncontrol and to schedule the writing of output to a text �le. For example, when KSTEP and KINC wereboth read in as 1 (i.e. at the start of an analysis), special initialisation procedures were called to simulatethe penetration of the pipe to a prescribed starting embedment depth. Also, for pre-selected elements (as



Chapter 7: Structural analyses incorporating the force-resultant model 256Entry Parameter Symbol Units1 Outer pipe radius ro m2 Pipe element length � m3 Dimensionless vertical sti�ness factor k̄V w �4 Dimensionless horizontal sti�ness factor k̄Hu �5 Dimensionless cross-coupling sti�ness factor k̄Hw �6 Internal angle of friction φ′ ◦7 E�ective soil weight γ′ MPa/m38 Pipe/soil interface friction angle δ ◦9 Initial vertical penetration � mTable 7.2: Entries to the PROPS array.Entry Parameter Symbol Units1→2 Loads V , H MN/m3→4 Total displacement components w, u m5→6 Plastic displacement components wp, up m7→8 Current (x, z) coordinates of pipe centre � m9 Empty � �10→11 Average soil heights t1, t2 m12→15 Current values of hardening parameters V1, H1, V2, H2 MN/m16→19 Current values of non-association parameters β1, η1, β2, η2 �20→N+20 Seabed column heights � mTable 7.3: Entries to the SVARS array.speci�ed by the value of JELEM), output from the UEL was written to �le at intermediate step-times(as speci�ed by the value of �rst entry of the TIME array).17.2.3 Abaqus proceduresElement choiceEuler-Bernoulli beam theory assumes that plane sections initially normal to the beam axis remainplane and normal to the beam axis [18]. This assumption is appropriate to slender members such aspipelines, for which the e�ect of shear loading is not signi�cant. Accordingly, in the two test prob-lems discussed subsequently, beam elements formulated under the assumptions of Euler-Bernoulli beamtheory were used. Speci�cally, cubic Euler-Bernoulli beam elements were chosen, as requested by theTYPE=B33 option on the *ELEMENT card (see lines [409]/{209} of the input �le).Geometric non-linearityAs discussed earlier in the thesis, determining the buckle load (and mode) in isolation is not su�cientwhen carrying out a lateral buckling analysis. Rather, the post-buckling response must also be investi-gated. It is, therefore, inappropriate to perform only a linear buckling analysis (even if the problem is1From within the UEL, it was not possible to discriminate between the �rst call of a new time step and acall made to carry out an equilibrium iteration. To avoid writing data to �le during unconverged equilibriumiterations, a text �le containing the increment number for which data was last written to �le was maintained.This text �le was inspected at the start of each call to the UEL and only once the current value of KINC di�eredfrom the text �le value (indicating that the current call to the UEL was at the start of a new time step) was datapermitted to be written to �le.



Chapter 7: Structural analyses incorporating the force-resultant model 257su�ciently `sti�' that the in�uence of material non-linearity prior to buckling is negligible). Instead, astatic, incremental analysis is required � that is, an analysis in which an increment of loading is applied,and the displacements which satisfy equilibrium are sought. For such an analysis, a substantial reductionin sti�ness is expected to occur after reaching the buckle load (whether or not material non-linearity isevident). Such dependence of sti�ness on displacement (i.e. geometric non-linearity) means that it is nec-essary to update the sti�ness matrix following each increment in loading, and to account for the currentcon�guration of the pipe nodes when formulating the sti�ness matrix. Abaqus o�ers an in-built facilityto carry out such sti�ness matrix updates, and this facility was activated in all analyses by specifyingthe NLGEOM option on each *STEP card (see, for example, lines [529]/{255}).Section integrationIn the analyses reported subsequently, it was of interest to account for the non-linear constitutiveresponse of the pipe wall material. Through the use of the Abaqus card, *BEAM SECTION (seelines [413]/{213}), numerical integration over a cross-section was used to formulate the global tangentsti�ness matrix accounting for the spread of plasticity appropriately. Eight integration points wereused to evaluate the relevant cross-section quantities and, by default, these were positioned at equalcircumferential intervals around the pipe perimeter. Also included in the input �le were the optionsSECTION=PIPE (to specify the section geometry) and MATERIAL=MAT (to associate the sectionwith the material de�nition listed under the card, *MATERIAL, NAME=MAT).Sti�ness matrix storageThe sti�ness matrices returned from each instance of the macro-element were not, in general, sym-metric. Accordingly, the UNSYMM=YES option was speci�ed on each *STEP card (see, for example,lines [529]/{255}) so as to retain the full sti�ness matrix in the global equilibrium iterations (as opposedto using just the symmetric part, which is the Abaqus default setting).InstabilityPost-buckling equilibrium paths typically exhibit snap-through and snap-back regimes. In a quasi-static context, Abaqus o�ers two approaches to allow an analysis to be continued when such an unstableloading regime is encountered. The �rst approach is to introduce arti�cial viscous damping forces so as toreturn stability to those portions of the analysis which would otherwise have been unstable. The secondapproach is to use the modi�ed Riks, arc-length method; see Riks [135] and also Cris�eld [136]. Froma mathematical perspective, the second approach is preferable since it yields solutions to the originalset of quasi-static equations. However, the inclusion of viscous damping forces is not entirely withoutphysical justi�cation since they can be viewed as the quasi-static equivalent of inertia forces, which exerta stabilizing e�ect in a dynamic analysis (this notion will be considered further in the discussion on the



Chapter 7: Structural analyses incorporating the force-resultant model 258results of Test A). In any case, the inclusion of viscous damping forces is widely used in design practice(see Chee & Walker [137]), possibly because the modi�ed Riks method lacks robustness under certainloading regimes. In particular, when encountering a snap-back regime, very high convergence tolerancesand small arc-length increments are often needed to distinguish between pre- and post-buckling portionsof the equilibrium path. Indeed, this was found to be the case when initial, trial analyses using themodi�ed Riks method were attempted for the work reported here. Accordingly, in the simulationsdiscussed subsequently, the �rst approach � that is, including viscous damping forces � was used. In�7.4, discussion is provided on the extent to which the results of Test A were in�uenced by the inclusionof viscous damping. However, it is acknowledged that, for future work, a more rigorous approach wouldbe to include the stabilizing inertia forces directly in a dynamic formulation of the problem.7.3 Test problems7.3.1 Test A: nominally straight pipeTest A was concerned with investigating the response of a nominally straight pipeline to constrainedthermal expansion. As shown schematically in Fig. 7.1a, the chainage (straight-line distance between thestart and end points of the pipe) was 2km, and encastré supports were included at either end. The initialposition of the pipe nodes was along the Y axis but, in order to allow a buckled equilibrium path to befollowed, lateral displacement was applied before heating so as to introduce a small imperfection. Thechosen imperfection was given by the expression:
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0 otherwise (7.3.1)where umax is the peak lateral displacement amplitude (occurring at Y = LP/2) and L is the half-wavelength. As indicated on the �gure, values for umax and L were taken as 0.5m and 50m respectively.Imposing the imperfection incrementally in an Abaqus loading step meant that the bending stresses dueto the pipe's curvature were accounted for appropriately, and that the starting seabed surface geometrywas consistent with a pipe section that had undergone lateral displacement prior to heating. The lengthof each pipeline element was 2.5m and an instance of the macro-element was included at every secondnode (such that the per-unit-length load components returned from each instance of the macro-elementwere scaled by 5m so as to give total nodal load values; see property 2 in Table 7.2). It is noteworthythat the pipeline length and boundary conditions used in this test are appropriate to a VAS analysis, asdiscussed in �2.3.Following the lateral displacement step undertaken to impose the imperfection, the pipe-soil elementsaround the central chainage were expected to be at yield. In the �eld, it was deemed likely that, prior toheating, some small lateral displacement (or a creep-like mechanism) would give rise to elastic unloading,
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Fig. 7.1: Schematic showing the geometry and boundary conditions of Test A.and thus reduce the horizontal load, H, below its yield value for the applied V . To mimic this responsein the simulation, the initial amplitude of the imperfection, umax, was reduced by 1%, so as to give apeak out-of-straightness of 0.495m. One consequence of imposing the imperfection in this way was that,prior to heating, non-zero horizontal loads were expected to be distributed over the laterally displacedportion of the pipeline.The symmetry of the initial imperfection about Y = LP/2 (Ch. 1000m), together with the symmetryof the boundary conditions and the spatial uniformity of the soil and pipe properties, meant that � byinserting a boundary condition at Y = LP/2 (Ch. 1000m) to impose symmetry about the plane parallelto the X axis � it was only necessary to model half of the problem, as shown in Fig. 7.1b. This reducedthe computational expense (and memory demand) of the analysis by (approximately) a factor of two.7.3.2 Test B: snake-lay pipeTest B was concerned with investigating the response of an initially snaked pipeline to constrainedthermal expansion. In accordance with typical snake-lay pro�les used in the �eld, the chosen lay curvewas constructed from a series of circular arcs joined together by straight lines, as shown schematically inFig. 7.2a. The radius of curvature of each bend was 500m � which is, perhaps, a rather low value relativeto the �eld norm but, nevertheless, was a convenient choice since the snake's wavelength was just 2km.The symmetry of the lay curve (together with the fact that the prescribed soil and pipe propertieswere spatially uniform) meant that, via the insertion of the appropriate boundary conditions, it su�cedto analyse just the portion of the pipeline spanning one quarter of one wavelength. In Fig. 7.2b, one suchquarter-wavelength portion has been extracted (between Ch. 500m and Ch. 1000m), with the appropriateboundary conditions shown; namely, boundary conditions to prevent displacements in the X:Y plane atCh. 500m and to impose symmetry about the plane parallel to the Y axis at Ch. 1000m. As for TestA, the length of each beam element was 2.5m, and an instance of the macro-element was included atevery second node. One shortcoming of the Test B analysis was that the bending stresses due to the
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Fig. 7.2: Schematic showing the geometry and boundary conditions of Test B.pipe's initial curvature were neglected. It is acknowledged that a more rigorous analysis would involveincrementally loading the pipe to generate the snaked geometry before it is embedded into the seabed.7.3.3 Pipe, soil and user-de�ned propertiesThe values of the pipe, soil and user-de�ned properties chosen for Tests A and B are listed in Table7.4. D = 1m represents a large �ow line, while selecting t̄ as 0.040m ensured that the pipe was of anappropriate �exibility (D : t̄ ratio of 12.5). A de-coupled, isotropic, elastic perfectly plastic constitutivemodel was assumed for the wall material, with Young's modulus, E, and Poisson's ratio, ν, used tospecify the elastic behaviour, and a Von Mises yield criterion assumed to govern the yielding response(the Abaqus default). E, ν, σy (the uniaxial yield stress), and α (the coe�cient of thermal expansion)were assumed as constants, with their values chosen to be representative of a high-grade steel. Regardingthe soil properties, the chosen value for φ′ typically corresponds to a sand close to critical state, while δwas taken as 0.535φ′, as applicable to a smooth steel/sand interface.A buckling response was anticipated for Test A, and hence arti�cial viscous loading forces wereincluded in the analysis. Abaqus computes the vector of viscous forces, vF, as:
vF = DsMuN (7.3.2)where Ds is the damping stability factor, M is the arti�cial mass matrix (formulated by assuming thatthe pipe has unit density) and uN is the vector of nodal velocities (calculated as the change in the nodaldisplacements, divided by the time-step). It was desirable to include as little viscous loading as possibleand, hence, several trial analyses were carried out for Test A so as to determine the minimum value of Dsneeded to allow the analysis to reach completion. This minimum value was found to be approximately1.5x10−5 and, accordingly, was used to generate the Test A results presented subsequently (althoughcomparisons with a trial analysis assuming a higher value for Ds are also discussed brie�y). Concerningthe other user-de�ned parameters, the initial embedment depth (which was used in the manner discussed



Chapter 7: Structural analyses incorporating the force-resultant model 261Property Symbol Value UnitsA. Pipe Outer diameter D 1.00 mWall thickness t̄ 0.040 mYoung's modulus E 210,000 MN/m2Shear modulus G 131,250 MN/m2Uniaxial yield stress σy 448.97 MN/m2Submerged per-unit-length weight γ′p 0.002 MN/mCoe�cient of thermal expansion α 1.2x10−6 ◦C−1B. Soil E�ective friction angle φ′ 35.00 ◦Interface friction angle δ 19.00 ◦Buoyant self-weight γ′ 0.0051 MN/m3Vertical elastic constant k̄V w 0.105 �Horizontal elastic constant. k̄Hu 0.105 �Cross-coupling elastic constant k̄V u 0.000 �Shear modulus G 10.00 MN/m2C. User-de�ned Damping stability factor (Test A only) Ds 1.5x10−5 �Number of soil columns N 10,400 �Initial embedment depth � 0.0625 mTable 7.4: Parameter values used in the test problems.below) was chosen as 0.0625m, while the number of soil columns, N , was chosen so as to accommodatelateral displacement of up to ±20D and to make use of 260 seabed columns per pipe diameter.7.3.4 Vertical penetrationThe procedures used to lay pipelines in the �eld were described in �1.1.4. For the simulations, however,the following more idealized lay procedure was assumed. Firstly, the entire pipeline was simultaneouslypenetrated under displacement control to reach the user-de�ned initial embedment depth (0.0625m).Then, the pipeline was subjected to a uniformly distributed vertical load equal in magnitude to theprescribed value of γ′p � the submerged per-unit-length pipe weight (2kN/m).The lay procedure described above is a simpli�cation of the actual vertical loading history accom-panying pipe-lay in the �eld. Nevertheless, it was su�cient to generate a representative value for theoverloading ratio, which � as discussed in Chapter 2 � dictates the initial tendency for the pipe to pene-trate or rise upward when lateral displacement begins. Indeed, for the penetration depth chosen for thesimulations (0.0625m), the corresponding value of V1 = V2 was 14.03kN/m, such that the overloadingratio, R, (for γ′p =2kN/m) was 7.016. This value is within the typical range encountered in the �eldand, accordingly, it was deemed likely that the key facets of the vertical loading history incurred priorto heating were captured in the simulation.7.3.5 Abaqus loading stepsFollowing from the above discussion, it is in the interests of clarity to summarize the Abaqus loadingsteps given in the input �le on pages 253�254. For Test A, the steps were as follows.



Chapter 7: Structural analyses incorporating the force-resultant model 2621. Vertical loading; see lines [438-454]. Firstly, using the Abaqus card, *DLOAD, a uniformly distributedvertical load was applied so as to account for the pipe's self-weight. As noted above, the prescribedper-unit-length weight was less than the maximum value for the chosen penetration depth and, hence,only elastic vertical displacements were expected in this step.2. Lateral, displacement-controlled loading; see lines [455-491]. Next, incremental lateral displacementswere prescribed, using the OP=MOD option on the *BOUNDARY card, so as to impose the initialdistribution of lateral displacement with axial position given by Eq. 7.3.1.3. Lateral, displacement-controlled unloading; see lines [492-528]. The amplitude of the imperfectionwas then reduced by 1%, again using the OP=MOD option on the *BOUNDARY card.4. Heating; see lines [529-547]. The temperature of the pipeline was then uniformly increased by 175◦Cusing the Abaqus card, *TEMPERATURE.5. Cooling. The temperature of the pipeline was then uniformly reduced by 175◦C, again using theAbaqus card, *TEMPERATURE.In Test A, steps 4 and 5 were then repeated, so as to obtain a prediction of the pipeline's responseto a second cycle of heating and cooling. For each converged equilibrium iteration in each step of theanalysis, output was requested for: (i) the nodal displacements, (ii) the nodal viscous forces, (iii) thereaction loads at the encastré support, (iv) the beam element stresses, and (v) the beam element strains(total and plastic). The element outputs were taken at all eight section integration points. Output wasalso written to �le from the instances of the user-elements located at Ch. 850m, Ch. 900m and Ch. 1000m.The �rst, second and third loading steps of Test B were the same as the �rst, fourth and �fth loadingsteps of Test A (the second and third steps of Test A were omitted from Test B because no imperfectionwas imposed within the analysis). Ten heating and cooling cycles were simulated in Test B, followed bya further increase in temperature by 210◦, so as to predict the response which would arise if the pipewere to be subjected to more onerous operating conditions part-way through its lifespan.7.3.6 LimitationsWhile Test A and Test B were thought to be appropriate models of thermally loaded on-bottompipelines, the following limitations are worthy of comment.
• Pressure loading. As discussed in �1.1.2, increases in both temperature and pressure drive the build-up of compressive loading in a nominally straight pipeline. However, as noted above, cyclic heating andcooling was simulated in Tests A and B without accounting for any internal pressure changes. Whilethis allows for a slightly more simplistic interpretation of the data (since the temperature change,

∆T , can then be considered as the sole dependent variable), it is acknowledged that internal pressuregenerates hoop stresses, which will in�uence the yielding response of the wall material.22For example, thin-walled theory gives 35.92MPa as the critical pressure di�erential (the di�erence betweenthe internal and external pressure) needed to give a hoop stress equal to the uniaxial yield stress (448.97MPa).
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• Thermal gradients. In the simulations, the pipeline was subjected to a spatially-uniform increasein temperature. However, in practice, the temperature reduces with distance away from the well-headas the product cools. Such thermal gradients generate non-uniform axial strains, which are likely toexert an in�uence on the lateral buckling/bending response.
• Pipe properties. In Tests A and B, E, ν, σy and α were taken as constants. However, it isacknowledged that: (i) E decreases with increasing T (e.g. BS 5500 quotes a modest, 5.2% reductionin E when T is increased from 0◦C to 200◦C); (ii) α typically increases with T ; and (iii) σy tends toincrease with plastic strain (i.e. the wall material strain-hardens).
• External pipe coating. In the �eld, a concrete coating is often added for thermal insulation andcorrosion protection. The inclusion of such a concrete coating would clearly in�uence the sectionproperties, and also the propensity for plastic strains to develop.
• Axial resistance model. No axial resistance model was included in the current analyses. Asdiscussed in Chapter 1, it was assumed at the outset of the work that the load:displacement responsein the lateral and vertical DOFs primarily governed the lateral buckling/bending behaviour of an on-bottom pipeline. Despite this, since axial load:displacement models are typically incorporated in thenumerical analyses carried out in industry (cf. the discussion in �2.3), some aspects of the resultspresented subsequently were expected to di�er from those commonly presented in industrial designanalyses (in particular, the variations of axial displacement with chainage).7.4 Test A resultsIn this section, the results of Test A are presented and discussed. The heating and cooling portionsof each cycle are addressed in turn, together with a discussion on the in�uence of viscous loading. Briefcommentaries on the outputs from the macro-element instances located at Ch. 1000m, Ch. 900m andCh. 850m are also provided.7.4.1 1st cycle; heating (onset of buckling)Fig. 7.3 shows the predicted evolution of the (compressive positive) axial load, P0, with the tem-perature change, ∆T ; the red curves correspond to the heating portions of each cycle, while the bluecurves correspond to the cooling portions. Fig. 7.3a shows that, up to ∆T = 19.1◦C, the initial accumu-lation of P0 with ∆T was linear, with 0.303MN of axial load gained for every 1◦C rise in temperature.The prescribed value of αEA was 0.304MN/◦C, which suggests that the increase in temperature wasaccommodated by axial expansion towards the imperfection. This assertion is supported by the plotsin Figs 7.4a, 7.4c and 7.4e, which show that, at Ch. 1000m, Ch. 900m and Ch. 850m, negligible lateraldisplacement occurred during the initial heating to ∆T = 19.1◦C. From ∆T = 19.1◦C to ∆T = 20.8◦C,Fig. 7.3a shows that the axial load reduced sharply, falling from 5.49MN to 3.53MN. During this portion
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Fig. 7.5: Axial displacement, v, vs. temperature change, ∆T , at selected chainages.of the test, the plots in Fig. 7.4 show that the lateral displacements at Ch. 1000m, Ch. 900m and Ch. 850mrespectively increased in magnitude by 1.80m, 1.03m and 0.58m. These observations are characteristicof a buckling response in which the pipeline snaps into a laterally displaced con�guration on reachinga critical ∆T . Accordingly, it is apparent that, in this test, 19.1◦C was the critical temperature rise toinduce lateral buckling, and that 5.49MN was the corresponding critical axial load. The plots in Fig. 7.5also show marked changes in the axial displacements on reaching ∆T = 19.1◦C, as is consistent with thenotion of the pipe feeding-in towards its centre-point so as to accommodate the growth of the buckle.Fig. 7.6 shows the variation of the lateral displacement with chainage at various ∆T values. Datacorresponding to the heating portions of each cycle are plotted for chainages less than 1000m, whiledata corresponding to the cooling portions of each cycle are plotted for chainages greater than 1000m.The plot corresponding to ∆T = 20.8◦C in Fig. 7.6a reveals that the predicted buckle mode is similarto the 3rd mode considered by Kerr/Hobbs, as shown in Fig. 2.2. Indeed, if µA and µL are both takenas 0.323, the critical buckling length is the same as that predicted by Test A. Fig. 7.7 is a plot showingthe comparison between Test A's buckle mode and the Kerr/Hobbs solution for µA = µL = 0.323.This plot shows that, while the amplitudes of the central lobe are similar, Test A's prediction of themagnitude of the surrounding lobes exceeds that of the Kerr/Hobbs solution. The Kerr/Hobbs solution(for µA = µL = 0.323) also predicts a buckle load which is 25.5% lower than the 5.49MN predicted byTest A.
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Fig. 7.7: Comparison between the predicted buckle mode and the Kerr/Hobbs mode 3 solution.Fig. 7.8 shows the variation, with ∆T , of the model and viscous contributions to the per-unit-lengthhorizontal load, H, during the heating portion of the �rst cycle. At Ch. 1000m, Fig. 7.8a shows that,prior to heating, the model's prediction of H was not zero. Rather, the cumulative e�ect of imposing theimperfection (and subsequently reducing its magnitude) gave an initial H of -0.79kN/m. On heating, theresponse prior to buckling can be divided into two regimes. In the �rst (from ∆T = 0◦C to ∆T = 6.3◦C),
H increased substantially to 0.99kN/m, while in the second (from ∆T = 6.33◦C to ∆T = 19.1◦C), Hincreased more moderately, reaching a value of 1.14kN/m at ∆T = 19.1◦C. From Fig. 7.17(a,ii), page 276� which shows the variation of H with u at Ch. 1000m � it is apparent that only elastic displacementsoccurred in the �rst regime, while both elastic and plastic displacements occurred in the second. Theidenti�cation of plasticity prior to buckling implies that the seabed's strength, and not just its elasticsti�ness, in�uences the prediction of the critical ∆T at which instability arises. One implication ofthis observation is that a linear buckling analysis � which, by de�nition, cannot account for plasticity �
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Fig. 7.8: Variation of the model and viscous H load components with ∆T .would have been inappropriate, had it been undertaken. On reaching ∆T = 19.1◦C, Fig. 7.8a shows that
H increased markedly at Ch. 1000m, as is consistent with the marked increase in lateral displacementaccompanying buckling. At Ch. 900m, Fig. 7.8b shows that, while positive values for the per-unit-lengthhorizontal load were predicted prior to buckling, negative values were predicted thereafter, so as torestrain the growth of the secondary buckle lobes (labelled `II' in Fig. 7.6a).7.4.2 Viscous loadingThe plots of the viscous contributions to the per-unit-length horizontal loads in Figs 7.8a and 7.8bare characterized by spikes centred on ∆T = 19.7◦C. Before and after buckling, the viscous loads were ofnegligible magnitude (relative to the macro-element model contribution at the same chainage), while at
∆T = 19.7◦C, the viscous loads attained maxima (equal to 67% of the model contribution at Ch. 1000mand 59% of the model contribution at Ch. 900m). Figs 7.9a and 7.9b show the de�ected shape of thepipeline at the point in the test for which the viscous loading was highest (i.e. ∆T = 19.7◦C). Alsoincluded on the plot in Fig. 7.9a are a series of vectors, of length proportional to the magnitude of themodel contribution to the per-unit-length horizontal load at the chainage against which they are plotted(with salient values labelled), and of orientation indicative of the direction of loading onto the pipe.Fig. 7.9b shows a similar set of vectors, except that their magnitudes are proportional to the viscouscontribution to the per-unit-length horizontal load. A comparison between the two plots reveals that, atall axial positions, the model contribution to H exceeds the viscous contribution (although the two arecomparable around the central chainage).
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Fig. 7.9: Model and viscous per-unit-length horizontal load distributions for ∆T = 19.7◦C.Due to the non-linearity inherent to the analysis, the extent to which the viscous loading in�uencedthe buckling (and post-buckling) response is, to a certain extent, a matter of conjecture. However,contrasting the results of Test A with those of a second analysis for which a higher value of Ds wasassigned (but in all other respects was identical to Test A), allows for some insight into the in�uence ofviscous loading. Figs 7.8c and 7.8d are plots of the viscous and model contributions to the per-unit-lengthhorizontal load for an analysis undertaken using a Ds value ten times greater than that used for Test A(i.e. 1.5x10−4). These plots show that, as intended, the use of a higher Ds value led to the inclusionof more viscous loading � indeed, Fig. 7.9b shows that the viscous contribution to the horizontal loadat Ch. 900m was su�ciently high so as to momentarily exceed the model contribution. For both the
Ds =1.5x10−5 (Test A) analysis and Ds =1.5x10−4 one, Fig. 7.10a shows the variation, with ∆T , ofthe lateral displacement at Ch. 1000m. This �gure shows that the generation of more viscous loadinggave rise to less lateral displacement per unit temperature rise (the plot for Ds =1.5x10−5 has a peakgradient of 2.28m/◦C, while the plot for Ds =1.5x10−4 has a peak gradient of just 0.56m/◦C). Similarly,Fig. 7.10b shows that the inclusion of more viscous loading served to smooth the sharp drop in axial loadat the onset of buckling (and also gave rise to a higher peak axial load).As noted earlier, the Ds =1.5x10−5 analysis (for which the viscous and model contributions to theper-unit-length horizontal load were of the same order of magnitude) gave results indicative of an unstablesnapping mechanism. Accordingly, given the �ndings stated above, it would appear likely that if theviscous loading were to be omitted entirely, some reduction in T (i.e. cooling) would be needed to satisfyequilibrium during buckling (see the red curves on the plots in Figs 7.10a and 7.10b). It would appearlikely, therefore, that the viscous loading served to alter the buckling portion of the equilibrium path (in agiven load:displacement space) from one exhibiting snap-back to one that is marginally stable (and, hence,
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Fig. 7.10: In�uence of Ds on the lateral displacement at Ch. 1000m and the axial load.could be followed using the modi�ed Newton-Raphson method). Regarding the physical admissibilityof such a snap-back equilibrium path, it is important to bear in mind that, since a monotonic increasein temperature is applied in the �eld, such a snap-back response would not be observed in practice.This implies that the viscous loading is likely to have some physical justi�cation, for example, as pseudoinertia loading, or possibly some actual viscosity. Therefore, the inclusion of viscous loads should notnecessarily be viewed negatively, although, as mentioned in �7.2.3, it is acknowledged that the rigour ofthe analysis could be improved by accounting for the stabilizing inertia forces appropriately in a dynamicformulation of the problem.7.4.3 1st cycle; heating (post-buckling)Buckle growthFig. 7.6a shows that, with increasing ∆T , the amplitude of the central buckle lobe increased mono-tonically, reaching a peak value of 13.86m (see label `I'). The �gure also shows that as the amplitudeof the secondary buckle lobe increased, its peak moved away from the central chainage (see label `II').Between ∆T = 20.8◦C and ∆T = 55◦C, a third buckle lobe emerged (see label `III') and, in doing so,more initially straight pipeline began to displace laterally. While there was negligible lateral displacementat Ch. 725m at the onset of buckling, following heating to ∆T = 175◦C, �nite lateral displacements atchainages as low as 600m are evident (see label `V').A comparison between Figs 7.4a and 7.4e reveals that the change in lateral displacement per unittemperature rise was greater at Ch. 1000m than at Ch. 850m. This �nding is also evident from the plotin Fig. 7.6a, which shows that the growth of the central buckle lobe exceeded that of the secondarybuckle lobe (compare labels `I' and `II'). It is of interest to note that, in order to accommodate theenlargement of the central buckle lobe, the portion of the pipeline around Ch. 900m is seen to changethe direction in which it is displacing part-way through heating (see label `IV'). Fig. 7.4c shows that,at Ch. 900m, negative lateral displacement occurred for ∆T < 80◦C while positive lateral displacement
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Fig. 7.12: Model per-unit-length vertical load distribution at ∆T = 55◦C.occurred thereafter. The possibility of a reversal in the direction of lateral displacement accompanyingmonotonic heating is not, perhaps, widely appreciated.Fig. 7.11 is a plot showing the distribution of the per-unit-length horizontal load, as predicted by themodel, part-way through heating (at ∆T = 55◦C). Compared with the horizontal load distribution at theonset of buckling (Fig. 7.9a), this plot shows that the seabed's strength is mobilized over a greater lengthof pipeline in order to restrain further lateral displacement. (A plot of the viscous load distributionat ∆T = 55◦C is not provided, as its peak magnitude is su�ciently low that the load vectors areindistinguishable from the line showing the pipe's de�ected position). Fig. 7.12 shows the variation ofthe vertical displacement of the pipe with chainage, together with the di�erence between the per-unit-length vertical load and the prescribed per-unit-length buoyant pipe weight, presented in the same formatas Fig. 7.11. This plot reveals that quite substantial lengthwise variations in the distributed vertical loadare to be expected, a �nding which is only apparent as a result of the inclusion of this 2-DOF model inthe structural analysis.Fig. 7.13 shows that the variation of axial displacement with chainage at various stages of the test.Fig. 7.13a shows that, once fully heated (at ∆T = 175◦C), the distribution of axial displacement is similarto the idealized response that was anticipated for an unconstrained laterally buckled pipe, as discussedin �2.3.1 (see Fig. 2.9). Speci�cally, for most chainages, axial displacement is predicted to occur towards



Chapter 7: Structural analyses incorporating the force-resultant model 271the pipe's centre-point, so as to accommodate feed-in to the buckle lobes. However, it is noteworthythat between Ch. 977.5m and Ch. 1000m, expansion around the crown of the buckle led to some net axialdisplacement away from the pipe's centre-point, albeit of a small magnitude (less than 0.02m). The factthat the peak axial displacement was just 1.45m (at Ch. 745m) suggests that it was appropriate to makeuse of a force-resultant model devised under the assumptions of plane strain (such that the per-unitlength loads acting in the plane perpendicular to the beam axis at a given axial position can be takenas functions only of the history of displacement within that plane, at that axial position).Wall stress/strain distributionsIn general, when assessing the distributions of stress and strain along the pipe wall, it is important tobear in mind the contributions arising from bending and axial loading. Fig. 7.3a shows that a compressiveaxial load was induced during heating (although its magnitude is seen to reduce slightly with increasing
∆T ). Accordingly, for this test problem, the stress is most critical at the point of highest curvature onthe inside of a bend, where the bending stresses � like those due to axial loading � are compressive. Fromthe post-buckling distribution of lateral displacement with chainage shown in Fig. 7.4a, it is apparentthat the point of highest curvature is at the central chainage (Ch. 1000m). Hence, in Fig. 7.14, a plot ofthe variation in the (compressive positive) longitudinal stress, σL, along the side of the pipe which lieson the inside of the bend at Ch. 1000m is shown.The plot for ∆T = 175◦C in Fig. 7.14a is characterized by a series of peaks and troughs, each corre-sponding to a point of local maximum curvature. The longitudinal stress was found to be approximatelyequal to the Mises stress invariant (a �nding which was anticipated prior to carrying out the analysis,given that the shear loads carried by the pipe were expected to be very low, and no hoop stresses wereimposed). Accordingly, the proximity of σL to the uniaxial yield stress, σy, at a given chainage, providesa measure of the extent to which the pipe's yield strength was utilized at that chainage. The prescribedvalue for σy (448.97MPa) is shown on the plot in Fig. 7.14a by a dashed line, and over the 17.5m distanceeither side of Ch. 1000m, it is evident that the pipe underwent yielding. Although yielding is, of itself,typically insu�cient to conclude that the pipe would not meet the relevant limit state conditions, it istroublesome since the inclusion of the hoop stresses (due to an increase in the internal pressure) wouldlead to a more onerous stress state (suggesting that if pressure loading were to be taken into account,the zone of plasticity would extend over a greater portion of the pipe, and the plastic strains would beof greater magnitude). Elsewhere, the peak tensile stress of 310.1MPa (76.1% of σy) is seen to occur atthe apex of the secondary buckle lobe (at Ch. 862.5m).Figs 7.15 and 7.16 respectively show the variations in the plastic and total (compression posi-tive) longitudinal strains along the side of the pipe which forms the inside bend around the centralchainage. Fig. 7.15a shows that the pipe is predicted to undergo axial expansion at all points exceptthose around Ch. 1000m, where the compression due to bending exceeds the expansion due to the im-
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Fig. 7.13: Axial displacement, v, vs. chainage at various stages of the test.posed, temperature-driven axial straining. In accordance with the stress distribution shown in Fig. 7.14a,Fig. 7.16a shows that plastic straining was con�ned to the central 35m portion of the pipe. The peakplastic strain is 0.041% (at Ch. 1000m), while the peak total strain magnitude is 0.358% (at Ch. 862.5m).
7.4.4 1st cycle; coolingFor chainages above 1000m, Fig. 7.6a shows the distribution of lateral displacement at various ∆Tvalues during cooling. As expected, this plot shows that cooling brought about a reduction in the lateraldisplacement at most chainages; see labels `VI' and `VII'. It is interesting to note that as the amplitudeof the secondary buckle lobe reduced, its peak moved further away from Ch. 1000m (see label `VII') so asto give a de�ected shape of lower amplitude but higher wavelength. In accordance with this observation,label `VIII' identi�es that more initially straight pipe underwent positive lateral displacement duringcooling (e.g. the lateral displacement at Ch. 1400m increased by 0.50m).A comparison between the curves corresponding to the same ∆T values on either side of Ch. 1000mreveals that the pipeline did not return to its original position prior to heating. Rather, as shown in Figs7.4a, 7.4c and 7.4e, the lateral displacements at Ch. 1000m, Ch. 900m and Ch. 850m were, respectively,3.03m, 0.75m and 0.93m higher in magnitude than their values before heating. Accordingly, it is apparentthat the inclusion of plasticity in the pipe-soil force-resultant model (and also in the constitutive modelassigned to the pipe wall material) gave rise to a plastic response in the variation of lateral displacementwith ∆T (in the sense that not all of the lateral displacement accumulated on heating was recovered oncooling). The plots in Figs 7.5a and 7.5c also show the accumulation of some net axial displacementfollowing heating and cooling. However, a comparison between the plots corresponding to the samechainages in Figs 7.4 and 7.5 reveals that the net accumulation of lateral displacement was proportionallygreater than the net accumulation of axial displacement.
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Fig. 7.14: Variation of the longitudinal stress, σL, with chainage.
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Chapter 7: Structural analyses incorporating the force-resultant model 274Fig. 7.16a shows that the plots of the plastic strain distributions at the end of heating and end ofcooling overlie one another. This implies that the pipe unloaded elastically during cooling. Fig. 7.14ashows the residual stresses remaining once the pipe had fully cooled. Again, a comparison between thisplot with the one in Fig. 7.6a reveals the expected correspondence between the points of peak stressamplitude and peak curvature. It is also noteworthy that there is a dip in the stress level around thecentral chainage, owing to the plastic straining which had occurred in this region during heating. Indeed,at Ch. 1000m, there is a tensile residual stress of 55.0MPa � a drop of 503.97MPa (the largest stresschange) from the peak value at the end of heating. As shown in Fig. 7.3, the cumulative e�ect of theresidual axial stresses was to induce a tensile axial load of 2.39MN.7.4.5 2nd cycle; heatingFig. 7.3b shows that, once heating had recommenced, the accumulation of axial load with ∆T waslinear up until ∆T = 14◦C. During this portion of the test, Figs 7.4b, 7.4d and 7.4f and Figs 7.5b and7.5d show negligible changes in the lateral and axial displacements. Accordingly, as at the start of the�rst cycle, the initial heating appears to be accommodated purely by axial expansion. On reaching
∆T = 14◦C, the plots in Figs 7.4 and 7.5 show that lateral and axial displacements then began topropagate. However, unlike the �rst heating cycle, the plots are not suggestive of an unstable snappingmechanism, but rather show a stable accumulation of displacement (as expected given the substantialstarting imperfection arising from the �rst heating and cooling cycle). Once lateral displacement beganto increase, Fig. 7.3b shows that a compressive load of approximately 2.1MN was induced in the pipe(close to the value predicted at the end of the heating portion of the �rst cycle).A comparison between Figs 7.4a and 7.4b reveals that, at Ch. 1000m, the peak lateral displacement atthe end of the second cycle (15.56m) exceeded the peak lateral displacement at the end of the �rst cycle(13.86m). On the other hand, Figs 7.6b and 7.6d show that the magnitudes of the lateral displacementsat both Ch. 900m and Ch. 850m were lower at the end of the second cycle than at the end of the �rst.These observations are veri�ed by the plot in Fig. 7.6b, which shows that the greater growth in the centralbuckle lobe was o�set by the lesser growth in the the surrounding buckle lobes. Indeed, at Ch. 700m, thepeak lateral displacement was less than 1m. The concentration of lateral displacement around Ch. 1000mis a concern for design since the pipeline is then more likely to exceed a limit state. Indeed, the plot inFig. 7.14b shows that, at the end of the heating portion of the second cycle, the yielded zone extendedover the central 40m portion of the pipeline, 5m more than at the end heating in the �rst cycle. Fig. 7.16balso shows that peak plastic strain in the second cycle (0.056%) was 27% greater than the peak plasticstrain in the �rst cycle.



Chapter 7: Structural analyses incorporating the force-resultant model 2757.4.6 2nd cycle; coolingFor chainages greater than 1000m, Fig. 7.6b shows the lateral displacement distribution at variouspoints during the cooling portion of the second cycle. A comparison between the curves corresponding tothe same ∆T values on either side of Ch. 1000m reveals that, as in the �rst cycle, not all of the lateraldisplacement accumulated during heating in the second cycle was recovered on cooling. The plots in Figs7.4b, 7.4d and 7.4f show that at Ch. 1000m, Ch. 900m and Ch. 850m, net lateral displacement changesof 0.54m, 0.09m and 0.11m were predicted. Also, the residual stresses shown in Fig. 7.14b are of slightlygreater magnitude than those at the end of the �rst cycle and, accordingly, a comparison between Figs7.3a and 7.3b reveals that the tensile load at the end of cooling in the second cycle (2.99MN) is 25%higher than at the end of the �rst cycle.7.4.7 Macro-element outputFigs 7.17, 7.18 and 7.19 contain plots showing, respectively, the outputs from the instances of themacro-elements at Ch. 1000m, Ch. 900m and Ch. 850m (the red lines on these plots correspond to theheating portions of each cycle, while the blue lines correspond to the cooling portions). In the following,some brief commentary is provided on the key trends discernible from these plots. As a precursor tothis discussion, it is important to bear in mind that lateral displacements of up to 13.86m are certainlyof su�cient magnitude to con�rm that the model can operate appropriately in an analysis for whichsections of pipe undergo very large lateral displacements (>10 pipe diameters). Also, by accounting forboth heating and cooling, the test demonstrates that the model can handle reversals in the direction oflateral pipe movement.Ch. 1000mThe plot in u:w space in Fig. 7.17(a,iv) shows that, on applying the �rst increase in temperature,the pipe initially underwent penetration, before rising upward and, then, displacing laterally at constantelevation. The per-unit-length horizontal load, H, is seen in Fig. 7.17(a,ii) to increase over the range of
∆T values for which this section experienced penetration, but thereafter dropped slightly. Fig. 7.17(b,i)shows the seabed surface formed due to the lateral displacement undertaken to impose the initial imper-fection, while Figs 7.17(b,ii) and 7.17(b,iii) show the berm formed as a result of the lateral displacementexperienced during heating. On cooling, Fig. 7.17(a,iv) shows that the pipe initially underwent penetra-tion, before displacing laterally with little further change in elevation. The plot in Fig. 7.17(b,iv) showsthe berm formed on the pipe's return path. Once fully cooled, the pipe was positioned 3.03m away fromits initial position prior to heating (as discussed in §7.4.4). Throughout the �rst heating and coolingcycle, Fig. 7.17(a,i) shows that V did not remain equal to the prescribed value of the per-unit-length sub-merged pipe weight (2kN/m). Instead, V was consistently above 2kN/m, �uctuating between minimumand maximum values of 2.21kN/m and 2.71kN/m respectively (implying that the sections of pipe around
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1Fig. 7.18: Load:displacement record and predicted seabed surfaces at Ch. 900m (Ch. 1100m).�gure and the one in Fig. 7.17(b,iii) reveals that the second cycle of lateral displacement brought aboutan increase in the berm's size. On cooling, the pipe followed a similar trajectory to that during heating,but o�set vertically downward. Once fully cooled, the pipe did not reach the same lateral position as atthe end of the �rst cycle (as noted in �7.4.4), although the soil that displaced leftward during cooling isseen to have amalgamated with the berm deposited at the leftmost lateral displacement extremity.
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1Fig. 7.19: Load:displacement record and predicted seabed surfaces at Ch. 850m (Ch. 1150m).Ch. 900mAs discussed in �7.4.3, the initial increase in temperature brought about negative lateral displacementat Ch. 900m. Accordingly, as shown in Fig. 7.18(a,ii), negative per-unit-length horizontal loads were alsopredicted to act at Ch. 900m at the start of the test. However, part-way through heating, the pipeunderwent a reversal in the direction of lateral displacement at Ch. 900m, as also discussed in �7.4.3. Assuch, Fig. 7.18(a,ii) shows the corresponding reversal in the direction of horizontal loading. Figs 7.18(b,ii)



Chapter 7: Structural analyses incorporating the force-resultant model 279and 7.18(b,iii) show, respectively, the seabed surface at ∆T = 70◦C (shortly after the reversal in thedirection of lateral displacement) and at ∆T = 175◦C (once the pipe was fully heated). These plots showthe berm deposited at the leftmost lateral displacement extremity, and the smaller second berm formedon the pipe's return path. On cooling, the pipe continued its rightward movement, without undergoingany further, substantial change in vertical elevation. However, towards the end of cooling, the pipe isseen to have changed its direction of lateral displacement, and also to have undergone penetration. Atthis point in the test, the plot in V :H space shows a substantial gain in the per-unit-length vertical loadto a peak level of 4.66kN/m. At the end of cooling, Fig. 7.18(a,iv) shows that the pipe had displacedbeyond its position prior to heating. In keeping with this observation, Fig. 7.18(b,ii) shows that the pipepushed through the berm formed at the rightmost lateral displacement extremity, enlarging its size indoing so.From Fig. 7.18(c,ii), it is apparent that the the magnitude of lateral displacement experienced in thesecond heating and cooling cycle was considerably smaller than that experienced in the �rst cycle. Thesecond increase in temperature was initially accompanied by leftward movement but, as in the �rst cycle,a reversal in the direction of lateral displacement occurred towards the end of heating. Accordingly,the distribution of berms shown in Fig. 7.18(d,i) is predicted to arise at ∆T = 175◦C. During cooling,the response is similar to the �rst cycle; the rightward movement which began at the end of heating isseen to continue but, at the very end of cooling, the pipe is predicted to reverse its direction of lateraldisplacement. The per-unit-length vertical load is also predicted to rise substantially during this portionof the test, reaching a peak value of 5.65kN/m.Ch. 850mAt Ch. 850m, the heating portion of the plot in u:w space in Fig. 7.19(a,iv) consists of a concaveupward curve, showing that the pipe moved down as the temperature rose to a ∆T value of approxi-mately 55◦C, and rose thereafter. Fig. 7.19(a,ii) shows that H increased as the pipe descended, beforeleveling o� at a constant value of approximately 2kN/m. Leftward movement is seen to occur throughoutheating, and Fig. 7.19(b,ii) shows the formation of a substantial berm at the leftmost lateral displace-ment extremity. Fig. 7.19(a,iv) shows that rightward displacement occurred throughout cooling, witha substantial gain in penetration accompanying the initial reduction in temperature. Thereafter, thetrajectory followed during cooling by the pipe at Ch. 850m was similar to that accompanying heating.Throughout the �rst heating and cooling cycle, the value of V is, again, seen to �uctuate, both risingabove and falling below the prescribed per-unit-length pipe weight (2kN/m).The second increase in temperature is, again, seen to induce purely leftward displacement, althoughthe magnitude of the lateral displacement experienced in the second cycle was less than than thatexperienced in the �rst cycle. Despite this, the soil displaced leftward is seen to amalgamate into a singleberm at the leftmost lateral displacement extremity, as shown in Fig. 7.19(d,i). Throughout the second



Chapter 7: Structural analyses incorporating the force-resultant model 280heating and cooling cycle, V deviated substantially from the submerged pipe weight of 2kN/m, reachingmaximum and minimum values of 4.00kN/m and 0.52kN/m respectively.7.4.8 Comparison with current practiceAs discussed in Chapter 2, the use of 1-DOF (u:H) force-resultant models is ubiquitous in industry.Accordingly, at this juncture, it is important to provide some brief, qualitative discussion on how thepredictions of such 1-DOF models di�er from those of the 2-DOF macro-elements used in the simulationhere. As shown in Figs 7.17-7.19, and as discussed above, signi�cant deviations in V from the prescribedbuoyant per-unit length weight value are evident in the results of Test A. Given the calibration of themodel's �ow rule, such �ndings are not surprising since the (V,H) load point is required to move towardsan apex of the yield surface for the pipe to begin descending/ascending. The tendency for the (V,H)load resistance to change with the direction of pipe movement can only be captured by a model cast in2-DOFs, and thus this represents is a key feature of the model which distinguishes it from those cast in1-DOF. A notable example of the importance of this facet of the model is evident from the plots in Figs7.18(c,i)-(c,iv), a close examination of which reveals that the marked increase in V on cooling coincideswith the penetration of the pipe which occurred marginally before the pipe temperature dropped to115◦C. This gain in V is also seen to coincide with a gain in H, inevitably as a consequence of the loadpoint moving towards the yield surface apex. Thus, it is clear that the model captures the fact thatthe H load component which must be mobilized for movement along the seabed surface to occur with apenetrative component is greater than that needed to follow a level or ascending trajectory.7.4.9 SummaryFor the chosen pipe and soil properties, and for the prescribed initial embedment depth, the results ofTest A con�rm that it is inadvisable to lay the pipeline along a straight path. This conclusion stems from:(i) the plastic straining predicted to occur under heating, and (ii) the outward ratcheting of the apexof the central buckle lobe under cyclic heating/cooling. As discussed earlier, the presence of lengths ofpipe which undergo yielding is, in itself, typically insu�cient to conclude that the pipe will not meet therelevant limit states. However, given that the inclusion of internal pressure loading would lead to a moreonerous stress state, and given the predicted increase in lateral displacement at the apex of the centralbuckle lobe under cyclic heating/cooling, it would appear likely that a limit state would be exceeded atsome point in the lifespan of the pipe. (Of course, de�nitive conclusions to con�rm this assertion canonly be drawn once the analyses reported here are extended to simulate internal pressure changes.) Itis important to bear in mind that only one sinusoidal function to describe the initial imperfection hasbeen considered here and, likewise, just one starting embedment depth. In practice, to provide morede�nitive conclusions, a parametric study would need to be carried out, to ascertain the in�uence ofvarying the imperfection amplitude/wavelength and also the initial embedment depth. Regarding the
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Fig. 7.20: Scaled in-plane displacements at intermediary points during the simulation, superimposed on theinitial lay pro�le.performance of the macro-element model, it is important to highlight that the �ndings deduced aboverelied upon the model's ability to account for cyclic changes in the direction of lateral displacement, andthe corresponding deposition and merger of berms.7.5 Test B results7.5.1 1st cycleFig. 7.20a is a plan view of the initial position of the pipeline in the X:Y plane, together withits de�ected position at the end of heating in the �rst cycle. For clarity, the horizontal and lateralde�ections, u and v, have been scaled by a factor, ζ = 20. This �gure shows that, once fully heated (i.e.at ∆T = 175◦C), the portions of the pipeline which are predicted to undergo substantial displacementare those portions that were laid along the circular arcs; the initially straight lengths, on the other hand,are seen to be largely undisturbed. The peak lateral displacement at Ch. 1000m was 4.17m, whereas thepeak lateral displacement at Ch. 1200m was just 0.29m.Fig. 7.21a shows the variation, with ∆T , of the lateral displacement at Ch. 1000m during the �rstcycle. This �gure shows that lateral displacement commenced almost immediately after heating started,and thereafter increased in an approximately linear manner with ∆T . This response is indicative ofa stable accumulation of displacement and, hence, suggests that by laying the pipeline in a snaked



Chapter 7: Structural analyses incorporating the force-resultant model 282con�guration, a stable bending, rather than unstable buckling, response can be induced. The plot inFig. 7.22a � showing the variation of the axial load, P0, with ∆T � adds support to this claim, since P0is seen to increase monotonically with ∆T , rather than falling suddenly on reaching a critical ∆T value,as was the case in Test A. As noted in Chapter 1, a stable bending response is generally consideredpreferable, since it is less sensitive to the initial conditions � in particular, the exact lay con�guration.Also included in Fig. 7.20a is a plot of the de�ected position of the pipe once it had been fullycooled (i.e. at ∆T = 0◦C). This plot is seen, for the most part, to overlie the plot corresponding to thepipe's position prior to heating, suggesting that the vast majority of the displacement incurred duringheating was recovered on cooling. This trend is also evident from the plot in Fig. 7.23a, which showsthe distribution of lateral displacement with chainage (like Fig. 7.6 for Test A, data corresponding to theheating portions of each cycle are plotted for chainages less than 1000m, while data corresponding to thecooling portions of each cycle are plotted for chainages greater than 1000m). A comparison between theplots corresponding to the same ∆T values on either side of Ch. 1000m reveals that, while a distributionof net lateral displacement remained following the �rst heating/ cooling cycle, its peak magnitude (0.24m,at Ch. 1000m) was rather low.Fig. 7.24 shows the variation of the (compressive positive) longitudinal stress, with chainage, alongthe side of the pipe which forms the inside bend around Ch. 1000m. This �gure shows that the peakcompressive stress (52.11MPa) occurred at Ch. 797.5m (also Ch. 1202.5m), whereas the peak tensile stress(37.82MPa) occurred at Ch. 202.5m (also Ch. 1797.5m). Due to symmetry, the curvature at these pointswas the same and, hence, the di�erence in their values (14.29MPa) was due to the compressive stressesarising from the induced axial loading. It is noteworthy that the peak compressive and tensile stressesin Test B are substantially lower than their equivalent values in Test A; indeed, 52.11MPa is just 11.6%of the pipe's uniaxial yield strength (448.97MPa). Accordingly, the results of Test B suggest that, bylaying the pipe in an initially snaked con�guration, a less onerous distribution of stresses is likely to arise,thus meaning the pipe is less likely to violate a limit state. This less onerous stress distribution is alsore�ected in the lower axial load induced in the pipe; at the end of heating in the �rst cycle, a compressiveload of 0.81MN was induced, while at the end of cooling, a tensile load of 0.87MN was induced. Finally,it is of interest to note that, since no plastic straining occurred in Test B, the net accumulation of lateraldisplacement following the �rst cycle of heating/cooling was due, solely, to the plasticity inherent to themacro-element model.For the �rst heating/cooling cycle, Fig. 7.25a contains plots showing the load and displacement out-puts from the instance of the macro-element located at Ch. 1000m. These plots show that V remainedclose to the prescribed value of the submerged per-unit-length weight (2kN/m) and that, on heating,the trajectory of the pipe was approximately horizontal. The plot in u:H space also shows that the per-unit-length horizontal load, H, gradually increased during heating, reaching a peak value of 1.75kN/m.
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Fig. 7.21: Lateral displacement, u, vs. temperature change, ∆T at Ch. 1000m.
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Fig. 7.23: Lateral displacement vs. chainage at various ∆T .From Fig. 7.26a � which shows the predicted seabed surface (and pipe position) at the end of heatingin the �rst cycle � it is apparent that lateral displacement brought about the growth of a substantialberm. This tallies with the increase in the horizontal per-unit-length load noted above. On cooling, theplot in u:w space in Fig. 7.25a shows that the pipe initially underwent penetration, before leveling o�and then rising slightly upward. This displacement history brought about the growth of a second berm,deposited close to where the pipe (at Ch. 1000m) was located prior to heating; see Fig. 7.26b (the plotshowing the seabed surface at the end of cooling in the �rst cycle). In accordance with the growth ofthe second berm, the magnitude of the per-unit-length horizontal load, H, is also seen to have increasedduring cooling.7.5.2 Cycles 2-10Fig. 7.21b shows the variation, with ∆T , of the lateral displacement at Ch. 1000m for a second cycleof heating and cooling (in which the temperature was, again, raised and lowered by 175◦C). As in the�rst cycle, the increase of lateral displacement with ∆T during heating is seen to be approximately linear(as shown by the red curve). However, a comparison between this plot and the one in Fig. 7.21a revealsthat the peak amplitude in the second cycle (3.84m) was less than the peak amplitude in �rst cycle(4.17m). The plot in Fig. 7.21b corresponding to the cooling portion of the second cycle (shown in blue)lies close to the plot corresponding to the heating portion (shown in red). This indicates that most ofthe lateral displacement incurred during heating was recovered on cooling. At Ch. 1000m, the net gainin lateral displacement arising from the second heating/cooling cycle was just 0.10m (such that, aftertwo heating/cooling cycles, the pipe, at Ch. 1000m, is predicted to have moved just 0.34m laterally fromits initial position).For cycles 3-10, heating and cooling through a temperature range of 175◦C was also simulated.In Fig. 7.25b, plots showing the load and displacement outputs from the instance of the macro-elementlocated at Ch. 1000m are provided. The u:H plots for cycles 2-10 are seen to form a well-de�ned hysteresisloop, with the data-markers corresponding to the same ∆T value in each cycle plotting within close toone another. A comparison between this plot and the one in u:H space in Fig. 7.25a reveals that, at



Chapter 7: Structural analyses incorporating the force-resultant model 285Ch. 1000m, the magnitude of the per-unit-length horizontal load, H, was greater at the end of heatingin the second cycle than at the end of the heating in the �rst cycle. This greater resistance to lateraldisplacement is consistent with the lower amplitude lateral displacement predicted in the second cyclerelative to the �rst (as noted above). The underlying cause of the increase in H following the secondheating/cooling cycle is due to the increase in the height of the berm at the rightmost lateral displacementextremity, as shown in Fig. 7.26c. A similar correspondence between the growth of the berm at theleftmost extremity and the increase in the magnitude of H at the end of cooling portion of the secondcycle is also discernible from an examination of Figs 7.25a and 7.26d.Fig. 7.21c shows the variation, with ∆T , of the lateral displacement at Ch. 1000m for cycles 3-10.This �gure shows that the plots corresponding to the heating and cooling portions of each cycle (shownin red and blue respectively) overlie one another. Accordingly, it is apparent that under cyclic heat-ing/cooling, the pipe, at Ch. 1000m, is predicted to undergo oscillatory movement of approximatelyconstant amplitude. This response in unsurprising given the plots in Figs 7.26e-7.26t which show that,under cyclic loading, further penetration is predicted, causing the heights of the berms to increase and,thus, exaggerating their restraining e�ect.It is interesting to note that the u:H hysteresis loops in Fig. 7.25b are of a similar shape to the ∆T :P0curves in Fig. 7.22c, thus re�ecting the correspondence between the magnitude of the induced axial loadand the magnitude of the distributed load acting to restrain the pipe's lateral displacement. Speci�cally,the build-up in compressive loading corresponded to the accumulation of positive H (which restrainedagainst rightward movement at Ch. 1000m), while the build-up in tensile loading corresponded to theaccumulation of negative H (which restrained against leftward movement at Ch. 1000m). Accordingly,given the increase in the magnitude of the lateral loading exerted on the pipe in the second cycle relativeto the �rst, as noted above, it is unsurprising that the peak compressive and tensile loads in the secondcycle are seen to be of higher magnitude than those in the �rst cycle (compare Figs 7.22a and 7.22b).7.5.3 Final heatingFig. 7.20b shows that, as expected, the �nal increase in temperature by 205◦C was accommodated byfurther lateral displacement around the portion of the pipe forming the circular arcs. At Ch. 1000m, thepeak lateral displacement at ∆T = 205◦C was 4.88m, 1.09m higher than the peak lateral displacementencountered in cycles 3-10 (see Fig. 7.21d). In Fig. 7.24b, the predicted longitudinal stress distributioncorresponding to heating to 205◦C is shown. A comparison between this plot and the one shown in red inFig. 7.24a reveals that, while the shape of the longitudinal stress distributions are similar, the values ofstress induced on applying the �nal increase in temperature were of higher magnitude than those inducedfollowing the �rst increase in temperature by 175◦C. Despite this, it is noteworthy that the compressivepeak longitudinal stress along this side of the pipe (62.22MPa) was still just 13.9% of the yield value(448.97MPa).
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Fig. 7.24: Variation of the longitudinal stress, σL, with chainage.The plot in Fig. 7.25c shows that the peak H at Ch. 1000m did not increase beyond its peak value inthe preceding cycle. This response arose because, following the preceding ten cycles of lateral displace-ment, the berm formed at the rightmost extremity was su�ciently large that increasing the temperatureby a further 30◦C brought about no signi�cant further hardening. In accordance with this observation,the plot in Fig. 7.22d also shows that the peak P0 did not increase beyond the maximum value reachedon heating in the preceding cycles.7.5.4 SummaryThe results of Test B show that, by laying the pipeline into a snaked con�guration, a stable bending,rather than unstable buckling, response can be induced to generate the lateral displacement needed toaccommodate axial expansion. While the results of Test A suggest that cyclic heating/cooling is likelyto be accompanied by the outward ratcheting of the central buckle lobe (together with the progressiontowards an increasingly onerous stress state), the results of Test B, by contrast, suggest the attainment ofa regular, oscillatory pattern of lateral displacement (with a correspondingly predictable stress variation).The latter scenario � i.e. laying the pipeline into a snaked con�guration � is clearly preferable.7.6 Concluding commentsDetails of the implementation of the proposed force-resultant model as a User-de�ned ELement(UEL) into Abaqus structural analyses were reported. The results of two example simulations, whichdemonstrate that the model can be successfully used in structural analyses representative of those carriedout in industry, were then presented. A nominally straight length of pipe was considered in the �rstexample, for which an unstable lateral buckling response was predicted. In the second example, forwhich an initially snaked pipeline con�guration was considered, a stable bending response was evident.



Chapter 7: Structural analyses incorporating the force-resultant model 287
 

 

PSfrag replacements

w

(m)
u (m)w

(m)
V (kN/m)

H

(kN/m)
u (m)

∆T=0◦∆T=55◦∆T=115◦∆T=175◦∆T=115◦∆T=55◦
H

(kN/m)
V (kN/m)

0 1 2 3 4 50 0.5 1 1.5 2 2.5 3

0 1 2 3 4 50 0.5 1 1.5 2 2.5 3

0

0.5

1

0

0.5

1

−4

−2

0

2

4

−4

−2

0

2

4

(a) 1st cycle.

PSfrag replacements

w

(m)
u (m)w

(m)
V (kN/m)

H

(kN/m)
u (m)H

(kN/m)
V (kN/m)

0 1 2 3 4 50 0.5 1 1.5 2 2.5 3

0 1 2 3 4 50 0.5 1 1.5 2 2.5 3

0

0.5

1

0

0.5

1

−4

−2

0

2

4

−4

−2

0

2

4

(b) Cycles 2-10.

PSfrag replacements

w

(m)
u (m)w

(m)
V (kN/m)

H

(kN/m)
u (m)H

(kN/m)
V (kN/m)

0 1 2 3 4 50 0.5 1 1.5 2 2.5 3

0 1 2 3 4 50 0.5 1 1.5 2 2.5 3

0

0.5

1

0

0.5

1

−4

−2

0

2

4

−4

−2

0

2

4

(c) Final heating.Fig. 7.25: Loads and displacements at Ch. 1000m (red markers and lines correspond to heating portions, bluemarkers and lines correspond to cooling portions).
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Fig. 7.26: Predicted seabed surface at Ch. 1000m.



Chapter 7: Structural analyses incorporating the force-resultant model 289Importantly, the model functioned in a realistic manner during thermal cycles and the correspondingreversals in the direction of lateral displacement. Also, the ability to simulate multiple heating/coolingcycles (and the associated change in the direction of lateral displacement) enabled some important�ndings to be deduced.



8Conclusions
This thesis has reported the development, calibration and implementation of a force-resultant model topredict the load:displacement response of an on-bottom pipe element on drained sand. In this chapter,the main contributions of the thesis are summarised, and some recommendations for future work aredescribed.8.1 Main contributions/�ndings
• The framework of a hardening plasticity force-resultant model was proposed to account for the path de-pendence inherent to the prediction of the V :H load capacity of the seabed during lateral displacement.Importantly, this model accounts appropriately for reversals in the direction of lateral displacement andthe evolution of the seabed surface geometry, as required for rigourous lateral buckling assessments.
• Finite element limit analysis (FELA) calculations, using OxLim, were carried out to investigate thecombined V :H loading of an on-bottom pipe section on a rigid plastic seabed under plane strainconditions. Failure mechanisms were presented and discussed, identifying the strong dependence ofthe direction of (incremental) plastic displacement on the applied V :H loading.
• Under the assumptions inherent to FELA (namely, a rigid perfectly plastic constitutive model and anassociated �ow rule), loci of (V,H) yield points for a pipe resting on a seabed of prescribed surfacegeometry were determined. The V :H yield locus for a seabed geometry representative of a pipeundergoing lateral displacement was found to be con�ned to the positive V , positive H quadrant ofthe V :H plane. During vertical penetration, by contrast, the yield surface for the same seabed strengthand pipe-soil interface was found to be symmetric about the V axis and also of much larger extent.The results, therefore, show that a mix of kinematic and isotropic hardening/softening occurs duringlateral displacement.
• Two intersecting parabolas were found to provide a good �t to the locus of yield points for seabedgeometries representative of a pipe undergoing either vertical penetration or lateral displacement.Accordingly, a piecewise construction of a pair of parabolas was found to be a suitable yield function.
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• From the results of a batch-set of OxLim analyses, regression analyses were carried out to determinethe hardening parameters of the proposed yield function corresponding to a range of di�erent seabedsurface geometries and strengths.
• Discussion was provided on the implications of using a perfectly plastic constitutive model de�nedby a pressure-dependent yield criterion and a non-associated �ow rule, with regard to solution well-posedness and uniqueness. Whilst this discussion contained no original theoretical contributions, itnevertheless serves as a succinct summary of the current understanding of a topic which has often beeninadequately addressed in the geotechnical literature. To summarise, when using such a constitutivemodel, it should be recognized that loss of uniqueness and localization are both theoretically admissibleand, indeed, are evident in the results of numerical analyses.
• Incremental displacement �nite element analyses were carried out to determine the history of V :Hloading acting on a pipe following a prescribed history of displacement. When using an associated �owrule for the soil, the assigned discretisation of the seabed was found to be su�cient to allow the swipeand probe test load paths to pass within very close proximity to the mean of the lower and upperbound yield points determined using OxLim.
• When a non-associated �ow rule was used for the soil, results indicative of localization and, hence,mesh dependence were observed. Despite this, load paths expected to be unconservative estimates tothose corresponding to a seabed with a localized zone of appropriate width were obtained.
• The shapes of the yield loci obtained from the non-associated Abaqus analyses were found to be similarto their associated counterparts deduced from the OxLim analyses. Therefore, the yield function basedon the OxLim results was also found to provide a good �t to the non-associated Abaqus results.
• A macroscopic non-associated �ow rule was found to be required to enable predictions of the incremen-tal plastic displacement of the pipe to be made with su�cient realism. The choice of plastic potentials(parabolas, appropriately shifted and scaled in V :H space relative to the yield function) were foundto provide a good �t to the �ow vectors deduced from the Abaqus results.
• Modi�cations were carried out to an existing experimental loading rig to customize it for tests in whicha rigid plane strain pipe element was subjected to cycles of lateral displacement of multiple diameteramplitude. Accurately-controlled swipe, probe and loop tests were also carried out, generating V :Hload paths from which the size and shape of the instance of the yield surface corresponding to particularseabed geometry was deduced.
• The results of the probe and circular looping tests con�rmed that the instance of yield surface followinglateral displacement is con�ned to the positive V , positive H quadrant of the V :H plane, and thatit is signi�cantly smaller than the instance of the yield surface following vertical penetration. Theexperimentally-derived results also con�rmed the necessity to use a non-associated macroscopic �owrule in the force-resultant model.
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• The model was implemented as a stand-alone macro-element (coded in MATLAB) to allow a loadhistory to be predicted from a prescribed displacement history (and vice-versa). To assess its predictivecapabilities, retrospective simulations of the experimental tests were carried out. The simulation ofTest CV1 demonstrates that the model can provide a good prediction of the variation in the per-unit-length horizontal load during cyclic lateral displacement of multiple diameter amplitude. Theagreement between the predicted and measured pipe trajectories was found to be acceptable in the�rst cycle, although less so in subsequent cycles.
• The model was coded as a FORTRAN 90 subroutine for use as a user-de�ned element (UEL) in Abaqus.Two representative pipeline structural analyses incorporating the model were carried out, showing thatit can be used in �eld-representative analysis cases. Importantly, by implementing the model as anAbaqus user-de�ned element, the end user is largely divorced from its underlying complexity.
• For the structural analysis which was carried out using an initially nominally straight length of pipeline,a lateral buckling response was predicted when an increase in temperature was simulated. Under cyclicheating and cooling, the lateral displacement at the mid-span of the pipe was found to ratchet outwards,inducing an increasingly onerous stress state.
• For the structural analysis which was carried out using an initially snaked length of pipeline, a bendingresponse was predicted when an increase in temperature was simulated. Under repeated cyclic heatingand cooling, it was found that a regular, oscillatory pattern of lateral displacement was predicted, witha correspondingly regular stress variation (substantially below the yield stress at all points). Therefore,it was concluded that, for the chosen values of the pipe and soil properties used in these simulations,laying the pipeline into a snaked con�guration is preferable to laying the pipeline along a (nominally)straight path.Before commencing the work reported here, the concept of devising and calibrating a force-resultantmodel for a soil-structure system had been well established. However, the analysis of a thermally-loadedon-bottom pipeline posed some unique challenges, notably that the current loading depends on theprior displacement history, and the corresponding evolution of the seabed surface. The plasticity modelpresented in this thesis is one of the �rst to account appropriately for the load:displacement responseduring cyclic lateral displacement, and is the �rst large displacement plasticity model to be calibrated foruse on drained sand. It is also thought to be the �rst to be retrospectively tested against experimentaltests involving multiple pipe diameter lateral displacement cycles to con�rm that its predictions are, ingeneral, appropriate. The incorporation of the model within a structural analysis is also a novel andworthwhile contribution, as it demonstrates the feasibility of using the model in design practice.



Chapter 8: Conclusions 2938.2 Future work
• While the retrospective simulation of Test CV1 gave an acceptable prediction of the variation in theper-unit-length horizontal load during cyclic lateral displacement, it was noted that the model failed topredict su�cient upward displacement on approaching a berm. Accordingly, following several cycles ofheating and cooling, the model is likely to predict too much penetration. To rectify this shortcoming,the calibration of the �ow rule needs further consideration. In particular, the plastic potentials mustbe �tted meticulously around the �ow vector corresponding to purely horizontal incremental plasticdisplacement so as to give the appropriate correspondence between the vertical load (hence, pipeweight) and the tendency to rise or plough through a berm. This calibration is likely to need furtherdata input, requiring more �nite element analyses to be carried out (or, otherwise, experimental tests).
• The model reported here was of the hardening elastic-plastic class. An issue not addressed fully inthe preceding chapters is the in�uence of the elastic loading at the initiation of lateral displacement.For a structural analysis in which lateral buckling occurs, the prediction of the peak axial load (hence,temperature/pressure rise needed to induce instability) is likely to depend quite strongly on the chosenelastic sti�ness values. In reality, soil does not respond in a distinct elastic-plastic manner, but ratherundergoes a gradual transition to yield. Methods to account for this response have been establishedfor o�shore foundations (see Nguyen-Sy & Houlsby [138] for example), and it is thought that a similarapproach could be used to extend the model proposed here.
• The loop and probe tests reported in Chapter 5 provided some valuable insight into the V :H loadcapacity of the seabed following multiple-diameter lateral displacement. Elsewhere, it has becomecommonplace to carry out plane strain testing with the sole objective of obtaining load:displacementpaths which are representative of those experienced in the �eld. While comparisons between theresults of such tests and the retrospective predictions of a model are clearly valuable, for the rigorouscalibration of the model itself, tests concerned with determining the combined V :H load capacity atan intermediary position during lateral displacement are needed. Accordingly, carrying out furthertests similar to the swipe, loop and probe tests described here is thought to be very much worthwhile.
• Quasi-static structural analyses were described in Chapter 7. While this type of analysis is appropriateif a bending response is induced, for the case of lateral buckling it is thought that a dynamic analysis� which accounts for stabilising inertia e�ects � is preferable. Abaqus o�ers facilities to allow dynamicproblems to be modelled; accordingly, it is felt that the extension to a dynamic structural analysiswould not be particularly challenging.
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AAppendix
A.1 Plane strain parameter match between Mohr-Coulomb (MC) andDrucker-Prager (DP)The following is a derivation of the relationships between the MC parameters, φ′, c′ and ψ, andthe equivalent DP parameters, αdp, kdp and βdp, to obtain the same plane strain collapse load. Thisderivation follows from Brinkgreve [139].The DP plastic potential function is given as:

gdp =
√

J2 (sij) + βdpp (A.1.1)such that, on the smooth portion of fmc = 0 (the MC yield surface), the incremental plastic strain alongthe plane strain axis is given as:
δεpyy = δλ

∂gdp
∂σyy

= δλ

(
syy

2
√
J2

+
βdp
3

)

. (A.1.2)For a perfectly plastic material, δεpyy is zero, which implies that the following relation between the stressesmust hold:
syy = −2βdp

√

J2 (sij)

3
. (A.1.3)This relation can be used to elimate syy (and σyy) from the de�nitions of the mean stress, p, and thesecond invariant of the deviatoric stress tensor, J2, to give:

p = σm −
βdp
√

J2 (sij)

3
and J2 =

3 (‖sred‖2)2
3− β2

dpwhere σm = 1/2 (σxx + σzz) and ‖sred‖2 =
√

s2xx + s2xz (as introduced in Chapter 3). Accordingly, theDP yield criterion, in 3-D:
fdp =

√

J2 (sij) + αdpp− kdp = 0 (A.1.4)can be restricted to plane strain by substitution of the above relations for p and J2 to give:
‖sred‖2 − σm

αdp

√

3(3 − β2
dp)

3− αdpβdp
−
kdp

√

3(3− β2
dp)

3− αdpβdp
= 0. (A.1.5)



Appendix AThe MC yield criterion, under the restriction to plane strain, is:
fmc = ‖sred‖2 + σm sinφ′ − c′ cosφ′ = 0 (A.1.6)such that a comparison between Eqs A.1.5 and A.1.6 leads to the following parameter matches:

αdp =
3 sinφ′

βdp sinφ′ +

√

3
(

3− β2
dp

) (4.4.5 bis.)
kdp =

c′ cosφ′ (3− αdpβdp)
√

3
(

3− β2
dp

) . (4.4.6 bis.)In a largely analogous manner, the plane strain match between ψ and βdp is readily derived by �rstrestricting the expression for the DP plastic potential (Eq.A.1.1) to plane strain (by substituting theabove expressions for p and J2) to give:
‖sred‖2 +

√
3βdp

√
(

3− β2
dp

)σm = 0. (A.1.7)The MC plastic potential, under the restriction to plane strain, is:
gmc = ‖sred‖2 + σm sinψ = 0 (A.1.8)and, hence, for a plane strain parameter match:

βdp =

√
3 sinψ

√

3 + sin2 ψ
. (4.4.4 bis.)A.2 Implementation of the DP constitutive model as a UMATThe following details the algorithm that was implemented in the User-Material (UMAT) subroutineto update the stress components, σ11, σ22, σ33 and σ13, for a prescribed set of increments in the in-plane strain components, ε11, ε33 and ε13. This algorithm follows largely from the one presented by deSouza Neto et al. [86].1. Trial stress evaluation. The �rst step in the algorithm is to determine the trial stress under thepremise that the entirety of the strain increment passed to the UMAT is elastic i.e. ∆εij = ∆εeij. Foran isotropic material, Hooke's law gives the following relationships for the trial mean stress, ptrial,and the trial deviatoric stress, strialij :

ptrial = K∆εkkδij (A.2.1)
strialij = 2G

(

∆εij −
1

3
∆εkkδij

) (A.2.2)where K is the bulk modulus and G is the shear modulus. K and G can be expressed in terms of Eand ν according to:
G =

E

2 (1 + ν)
(A.2.3)

K =
E

3 (1− 2ν)
. (A.2.4)



Appendix A

Fig. A.1: Selection of return mapping scheme for the DP stress update2. Yield function evaluation. The second step is to evaluate the DP yield function, fdp, for p = ptrialand sij = strialij . If fdp ≤ 0, the trial solution is accepted as the actual solution and the current call tothe algorithm is terminated. Otherwise, the algorithm proceeds to step 3 to correct the trial stressessuch that they satisfy fdp = 0.3. Plastic correction: return to smooth portion of yield surface. The third step is to correctthe trial stress under the premise that the corrected stress plots on the smooth portion of the yieldsurface, such that:
∆εpij = ∆λ

∂gdp
∂σij

= ∆λ




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

scorrij
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

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(A.2.5)and, hence:
pcorr = ptrial −K∆λβdp (A.2.6)

scorrij = strialij −
G∆λscorrij
√

J2

(

scorrij

) (A.2.7)where pcorr and scorrij are, respectively, the corrected mean stress and deviatoric stress tensor. Onrecognizing that:
strialij

√

J2

(

strialij

) =
scorrij

√

J2

(

scorrij

) , (A.2.8)the right-hand side of EquA.2.7 can be re-written in terms of the known variables, ptrial and strialijaccording to:
scorrij = strialij −

∆λGstrialij
√

J2

(

strialij

) . (A.2.9)
∆λ is the only unknown in the stress correction relations, Eqs A.2.6 and A.2.9. ∆λ is found byconstraining the magnitude of the stress correction to be such that fdp = 0 for p = pcorr and sij = scorriji.e. enforcing the consistency condition:

fdp =

√

J2

(

scorrij

)

+ αdpp
corr − kdp = 0. (A.2.10)



Appendix AAlgorithm A.1 DP stress update, retaining elastic sti�ness matrixCalculate K and G from E and ν Eqs A.2.3 and A.2.4Calculate strial and ptrial from ∆εij Eqs A.2.2 and A.2.1Calculate fdp for p = ptrial and sij = strial
ij

Eq.A.1.4if fdp ≤ 0

sij ← strial
ij , p← ptrialelse Calculate ∆λ Eq.A.2.12Calculate scorr

ij and pcorr Eq.A.2.6 and A.2.9
sij ← scorr

ij , p← pcorrCalculate √J2(scorr
ij )If √J2(scorr

ij ) < 0

sij ← 0, p← kdp/αdpend ifend ifAssemble elastic sti�ness matrix. Eq. 4.4.1, page 121Eqs A.2.6, A.2.8 and A.2.9 can be used to eliminate √J2

(

scorrij

) and pcorr from Eq..A.2.10 to give:
√

J2
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strialij

)

−G∆λ+ αdp

(

ptrial −∆λKβdp

)

− kdp = 0. (A.2.11)which, on re-arrangement, gives:
∆λ =

√

J2

(

strialij

)

+ αdpp
trial − kdp

G+ αdpβdpK
. (A.2.12)Hence, by �rst evaluating ∆λ, pcorr can be calculated from Eq.A.2.6 and scorrij from Eq.A.2.9 (fromwhich σij is trivially found according to: σij = scorrij + pcorrδij).4. Plastic correction: return to apex of yield surface. The �nal step is to test the validity of theassumption made in step 3, namely, that the stress returns to the smooth portion of the yield surface.This test is conveniently carried out by evaluating √J2

(

scorrij

) since � as shown on the schematicplot, in p :
√
J2 (sij) space, in Fig.A.1 � √J2

(

scorrij

)

≥ 0 for any correction in which the �nal stresspoints plots on the smooth portion of the yield surface (such as, A→A'), whereas √J2

(

scorrij

)

< 0for any correction in which the �nal yield point plots outside of the yield surface (such as, B→B').Accordingly, the corrected stresses at A' are accepted as the actual solution, whereas an alternativecorrection is required for the trial stresses at B. This alternative correction, labelled in the �gure asB→B�, returns the stresses at the apex of the yield surface, namely, pcorr and scorrij are set as −kdp/αdpand 0 respectively.



Appendix AAlgorithm A.1 summarizes the above four steps.A.3 Consecutive job submission on a local PCThe following Python (.py) script was used to schedule the submission of several Abaqus jobs to runconsecutively on a local PC. This script was tested and used on a Windows XP Platform. The commandprompt was pointed to a common directory containing: the .py �le, the Abaqus input �les (.inp) andthe user subroutine �les (.for or .f). The Python script was called from the command line with:>�>abaqus python submit.pyimport osos.system(′abaqus job=OLDJOB1 user=USER1′)os.system(′abaqus job=TEST1 oldjob=OLDJOB1 user=USER1′)os.system(′abaqus job=TEST2 oldjob=OLDJOB1 user=USER1′)os.system(′abaqus job=TEST3 oldjob=OLDJOB1 user=USER1′)etc Python submission script, submit.pyA.4 Bash submission script for job submission on clusters HAL/SALThe Bash script, given on page 307, was used to schedule the submission of the Abaqus jobs onthe supercomputer (using clusters, HAL/SAL).1 As discussed in �4.4.6 of Chapter 4, this script submitsseveral serial Abaqus jobs to run concurrently. It was called from the working directory within HAL/SAL,with the command:>�>qsub submit.shA.5 Sample Abaqus .inp �leExample copies of the Abaqus input �les (.inp) used to carry out the analyses reported in Chapter4 are given on pages 308�310. For brevity, only the �rst two lines of each section specifying the modelgeometry (e.g. the list of nodal coordinates) are provided. The symbol, C, denotes a comment.

1The initial draft of the Bash submission script was written by Dr Mitai Duta, Scienti�c Software Advisor,Oxford Supercomputing Centre.
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#!/bin/bash#PBS -l select=1:mpiprocs=1 # select one node and one processor#PBS -l walltime=10:00:00 # set maximum time for jobs, per core#PBS -N ABAQUS_jobs # assign a public visible name to the set of jobs#PBS -m bea # send e-mail to notify start and end of job#PBS -V # use submission environment# assign temporary variable namesJOBNAME=TESTOLDJOBNAME=OLDJOB. $ABAQUSHOME/abaqus.sh # prepare Abaquscd $PBS_O_WORKDIR # move into directory from which the job wassubmittedcp $JOBNAME*.inp $TMPDIR # copy Abaqus .inp �les to the working directory,TMPDIRcp $OLDJOBNAME*.* $TMPDIR # copy old Abaqus �les (.stt, .res., .mdl., .odb, .prt)to TMPDIRcp *.f $TMPDIR # copy user-subroutine source code �le (USER.f) toTMPDIRcd $TMPDIR # move into TMPDIR, to access high performancescrath disk# submit jobs to Abaqusabaqus job=TEST1 oldjob=OLDJOB user=USER cpus=1 &abaqus job=TEST2 oldjob=OLDJOB user=USER cpus=1 &...# repeat for up to 8 jobssleep 60 # wait 60s, to allow Abaqus to write lock �les# while loop to wait for all Abaqus lock �les (.lck) to be removed before exitingwhile [ $locked -ne 0 ]; do # remain in while loop is a .lck �le existssleep 600 # wait 600scp $JOBNAME*.* $PBS_O_WORKDIR # copy .sta �les back to original directory# check if any .lck �les still existlocked=$(ls $JOBNAME*.lck 2> /dev/null | wc -l);done # end of while loopcp *.odb $PBS_O_WORKDIR # copy .odb �les back to original directorycp *.sta $PBS_O_WORKDIR # copy .sta �les back to original directorycp *.msg $PBS_O_WORKDIR # copy .msg �les back to original directorycp *.dat $PBS_O_WORKDIR # copy .dat �les back to original directoryBash submission script, submit.sh.



Appendix A*HEADINGGravity loading*RESTART, WRITE, OVERLAY C Instruct re-start �les to be written*NODE C Specify node coordinates1, -8, -8.500000e+0002, -8, -6.790488e+000...*ELEMENT,ELSET=SOIL,TYPE=CPE6 C Specify connectivity and request plane-strain quadratic1,1,15,2,3435,3436,3437 elements2,22,15,1,3438,3435,3439...*ELSET,ELSET=LEFT C Specify elements on the boundary FA17...*ELSET,ELSET=RIGHT C Specify elements on the boundary DE312...*ELSET,ELSET=ETOP C Specify elements on the pipe-soil interface3093,3873,...*NODE,NSET=FOOTING C De�ne rigid body control node at origin900001000,0,0*NSET, NSET=BOT C Specify nodes on EF122...*NSET, NSET=RIGHT C Specify nodes on DE34273428...*NSET, NSET=LEFT C Specify nodes on FA12...*NSET, NSET=CIRCU C Specify nodes on pipe-soil interface, BC11381142...*SOLID SECTION, ELSET=SOIL, MATERIAL=SAND C Instruct each element in the set SOIL to be made of thematerial SAND*MATERIAL, NAME=SAND C De�ne the material, SAND*DEPVAR5 Abaqus .inp �le for gravity loading.
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*USER MATERIAL, CONSTANTS=0 C Specify SAND to be a User De�ned Material*DENSITY C Specify soil density8.157730e+002*BOUNDARY C Specify boundary conditions on soil perimeterBOT,1,2BOT,6RIGHT,1LEFT,1 C Speci�y boundary conditions on pipe900001000,6900001000,1*SURFACE,TYPE=SEGMENTS,NAME=FOOTING C De�ne a surface for the pipe perimeter, named FOOTINGSTART,4.898979e-001,-1.000000e-001 C Specify FOOTING as a series of line segmentsLINE,4.874882e-001,-1.111544e-001LINE,4.848244e-001,-1.222509e-001LINE,4.819081e-001,-1.332837e-001...*SURFACE, TYPE=ELEMENT,NAME=SOIL_LEVEL C De�ne a surface for the soil on the pipe-soil interface, namedSOIL_LEVELETOP C Specify FOOTING by the element set ETOP*RIGID BODY,ANALYTICALSURFACE=FOOTING,REFNODE=900001000 C Specify the pipe as a rigid body, de�ned by FOOTING andwith reference node 900001000*CONTACT PAIR, TIED, ADJUST=CIRCU,INTERACTION=ROUGH, SMOOTH=0 C Specify contact pairing between FOOTING and SOIL_LEVEL;adjust the pair to be initially in contactSOIL_LEVEL, FOOTING*SURFACE INTERACTION, NAME=ROUGH*FRICTION0*STEP, AMPLITUDE=RAMP, INC=20000*STATIC C Begin gravity loading step1.000000e-003,1,1.000000e-008,3.000000e-002*CONTROLS, PARAMETERS=TIMEINCREMENTATION C Adjust default time incrementation parameters38,32,20,46,30,6�18� ,*CONTROLS, PARAMETERS=FIELD C Adjust solution convergence tolerances0.005, 0.050, , ,0.025*DLOAD C Apply distributed load over the elements in set SOILSOIL, GRAV, 9.80665, 0.0, -1.0, 0.0*OUTPUT, HISTORY, FREQUENCY=60 C Request history output every 60 iterations*NODE OUTPUT, NSET=FOOTING C Specify resultant pipe loads and displacements as historyoutputsU, RF*ENDSTEP Abaqus .inp �le for gravity loading (continued).
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*HEADINGV:H loading of a pipe-element on sand*RESTART, READ C Restart analysis from end of gravity loading step*STEP, INC=1000000, AMPLITUDE=RAMP*STATIC C Step to apply displacement-controlled movement1.000000e-004,1,5.000000e-008,7.500000e-005*CONTROLS, PARAMETERS=TIME INCREMENTATION C Adjust default time incrementation19,16,3,23,15,3�9*CONTROLS, PARAMETERS=FIELD C Adjust default convergence tolerance0.005, 0.050, , ,0.025*BOUNDARY C Set displacements (u and w)900001000,1,1,0,900001000,2,2,-4.000000e-003,*OUTPUT,HISTORY C Request history outputs for control node on pipe*NODE OUTPUT,NSET=FOOTINGU, RF*OUTPUT,FIELD, FREQUENCY=1000000 C Request �eld outputs at end of step*NODE OUTPUT, NSET=node_outU*ELEMENT OUTPUTS, E*ENDSTEP Abaqus .inp �le for displacement-controlled simulation of pipe movement.


